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Chapter 1

Solution of Equations by
Iteration

1.1 Nonlinear Equations

The solution of a single linear equation is an extremely simple task. We now
explore the much more difficult problem of solving nonlinear equations of
the form

f(x) =0,

where f(x): R™ — R™ can be any known function. A solution x of such a
nonlinear equation is called a root of the equation, as well as a zero of the
function f.

1.1.1 Existence and Uniqueness

For simplicity, we assume that the function f : R® — R™ is continuous
on the domain under consideration. Then, each equation f;(x) = 0, i =
1,...,m, defines a hypersurface in R™. The solution of f(x) = 0 is the
intersection of these hypersurfaces, if the intersection is not empty. It is not
hard to see that there can be a unique solution, infinitely many solutions,
or no solution at all.

For a general equation f(x) = 0, it is not possible to characterize the
conditions under which a solution exists or is unique. However, in some
situations, it is possible to determine existence analytically. For example, in
one dimension, the Intermediate Value Theorem implies that if a continuous
function f(x) satisfies f(a) < 0 and f(b) > 0 where a < b, then f(z) =0
for some = € (a,b).
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Similarly, it can be concluded that f(z) = 0 for some x € (a,b) if the
function (z — 2)f(x) > 0 for x = a and x = b, where z € (a,b). This
condition can be generalized to higher dimensions. If S C R"” is an open,
bounded set, and (x — z)” f(x) > 0 for all x on the boundary of S and for
some z € S, then f(x) = 0 for some x € S. Unfortunately, checking this
condition can be difficult in practice.

One useful result from calculus that can be used to establish existence
and, in some sense, uniqueness of a solution is the Inverse Function Theorem,
which states that if the Jacobian of f is nonsingular at a point xg, then f is
invertible near xo and the equation f(x) =y has a unique solution for all y
near f(xo).

If the Jacobian of f at a point x¢ is singular, then f is said to be
degenerate at xo. Suppose that xg is a solution of f(x) = 0. Then, in
one dimension, degeneracy means f’(xo) = 0, and we say that ¢ is a double
root of f(z). Similarly, if f)(xq) =0 for j =0,...,m — 1, then z is a root
of multiplicity m. We will see that degeneracy can cause difficulties when
trying to solve nonlinear equations.

1.1.2 Sensitivity

The absolute condition number of a function f(x) is a measure of how a
perturbation in x, denoted by x + € for some small ¢, is amplified by f(x).
Using the Mean Value Theorem, we have

[f(x+e) = f@)] = f'(c)(x+e—2) = |f(c)lle]

where c is between x and x + e. With € being small, the absolute condition
number can be approximated by | f’(x)|, the factor by which the perturbation
in x (€) is amplified to obtain the perturbation in f(z).

In solving a nonlinear equation in one dimension, we are trying to solve
an inverse problem; that is, instead of computing y = f(x) (the forward
problem), we are computing z = f~!(0), assuming that f is invertible near
the root. It follows from the differentiation rule

a
dx

1 B 1
R TR

that the condition number for solving f(x) = 0 is approximately 1/|f"(z*)|,
where x* is the solution. This discussion can be generalized to higher di-
mensions, where the condition number is measured using the norm of the
Jacobian.
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Using backward error analysis, we assume that the approximate solution
T = f_l(()), obtained by evaluating an approximation of f~! at the exact
input y = 0, can also be viewed as evaluating the exact function f~! at a
nearby input § = e. That is, the approximate solution # = f~!(¢) is the
exact solution of a nearby problem.

From this viewpoint, it can be seen from a graph that if |f'| is large near
x*, which means that the condition number of the problem f(z) = 0 is small
(that is, the problem is well-conditioned), then even if € is relatively large,
& = f~1(e) is close to z*. On the other hand, if | f/| is small near z*, so that
the problem is ill-conditioned, then even if € is small, Z can be far away from

x*.

1.2 Simple Iteration

A nonlinear equation of the form f(z) = 0 can be rewritten to obtain an
equation of the form

9(z) =,
in which case the solution is a fized point of the function ¢g. This formu-
lation of the original problem f(x) = 0 will leads to a simple solution

method known as fized-point iteration, or simple iteration. Before we de-
scribe this method, however, we must first discuss the questions of existence
and uniqueness of a solution to the modified problem g(x) = z. The follow-
ing result answers these questions.

Theorem (Brouwer’s Fixed Point Theorem) Let g be a continuous
function on the interval [a,b]. If g(x) € [a,b] for each x € [a,b], then g has
a fized point in [a, b].

Given a continuous function g that is known to have a fixed point in an
interval [a,b], we can try to find this fixed point by repeatedly evaluating
g at points in [a, b] until we find a point z for which g(x) = z. This is the
essence of the method of fixed-point iteration, the implementation of which
we now describe.

Algorithm (Fixed-Point Iteration) Let g be a continuous function de-
fined on the interval [a,b]. The following algorithm computes a number
z* € (a,b) that is a solution to the equation g(z) = =.

Choose an initial guess zg in [a, b].
for k=0,1,2,... do
T = 9(Tk)
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if |xg+1 — 2| is sufficiently small then
Tr =T
return z*
end
end

Under what circumstances will fixed-point iteration converge to a fixed
point z*? We say that a function g that is continuous on [a, ] satisfies a
Lipschitz condition on [a, b] if there exists a positive constant L such that

lg(z) —g(W)| < Llz —y|, z,y € [a,b].

The constant L is called a Lipschitz constant. If, in addition, L < 1, we say
that g is a contraction on [a, b].

If we denote the error in xx by e = xr — ¥, we can see from the fact
that g(x*) = 2* that if xj, € [a, b], then

lexr1| = |Trr1 — 2| = [g(zr) — g(2™)| < Llzg — 2% < Lleg| < |ex].

Therefore, if g satisfies the conditions of the Brouwer Fixed-Point Theorem,
and ¢ is a contraction on [a, b, and z¢ € [a,b] , then fixed-point iteration is
convergent; that is, xp converges to z*.

Furthermore, the fixed point z* must be unique, for if there exist two
distinct fixed points z* and y* in [a, b], then, by the Lipschitz condition, we
have

0<|z" —y*[=lg(z") — g(y")| < Llz" — y"| <[2" —y7|,

which is a contradiction. Therefore, we must have z* = y*. We summarize
our findings with the statement of the following result.

Theorem (Contraction Mapping Theorem) Let g be a continuous func-
tion on the interval [a, b]. If g(z) € [a, ] for each x € [a,b], and if there exists
a constant 0 < L < 1 such that

l9(z) —g(y)| < Llz —yl, =z,y € [a,b],

then g has a unique fixed point z* in [a,b], and the sequence of iterates
{xr}72, converges to z*, for any initial guess zg € [a, b].

In general, when fixed-point iteration converges, it does so at a rate
that varies inversely with the Lipschitz constant L. If the smallest possible
Lipschitz constant on an interval containing x* actually approaches zero as
the width of the interval converges to zero, then the iteration can converge
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much more rapidly. We will discuss convergence behavior of various methods
for solving nonlinear equations in a later lecture.

Often, there are many ways to convert an equation of the form f(xz) =0
to one of the form g(z) = =, the simplest being g(z) = x — ¢(x) f(z) for any
function ¢. However, it is important to ensure that the conversion yields a
function g for which fixed-point iteration will converge.

Example We use fixed-point iteration to compute a fixed point of g(x) =
cosz in the interval [0,1]. Since |cosz| < 1 for all z, and cosz > 0 on
[0,7/2], and 7/2 > 1, we know that cosx maps [0, 1] into [0, 1]. Since cosz
is continuous for all z, we can conclude that cosx has a fixed point in [0, 1].
Because ¢'(x) = —sinx, and | —sinz| < | —sin 1| on [0, 1], we can apply the
Mean Value Theorem to obtain

|cosx — cosy| = | —sinc|lz —y| < | —sinl||z —y|,

for any z,y € [0, 1], where ¢ lies between x and y. As |sinl| < 1, we conclude
that cosz is a contraction on [0, 1], and therefore it has a unique fixed point
on [0, 1].

To use fixed-point iteration, we first choose an initial guess zg in [0, 1].
As discussed above, fixed-point iteration will converge for any initial guess,
so we choose xg = 0.5. The table on page 4 shows the outcome of several
iterations, in which we compute x11 = coszxy for £ = 0,1,2,.... As the
table shows, it takes nearly 30 iterations to obtain the fixed point to five
decimal places, and there is considerable oscillation in the first iterations
before a reasonable approximate solution is obtained. This oscillation is
shown in Figure 1.1.

As xj converges, it can be seen from the table that the error is reduced
by a factor of roughly 2/3 from iteration to iteration. This suggests that
cosz is a relatively poor choice for the iteration function g(z) to solve the
equation g(z) = cosz. O

In general, nonlinear equations cannot be solved in a finite sequence
of steps. As linear equations can be solved using direct methods such as
Gaussian elimination, nonlinear equations usually require iterative methods.
In iterative methods, an approximate solution is refined with each iteration
until it is determined to be sufficiently accurate, at which time the iteration
terminates. Since it is desirable for iterative methods to converge to the
solution as rapidly as possible, it is necessary to be able to measure the
speed with which an iterative method converges.

To that end, we assume that an iterative method generates a sequence
of iterates xq, X1, X2, . .. that converges to the exact solution x*. Ideally, we
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Fixed-point iteration to solve cos x = x
0.9 T T T T T T

Figure 1.1: Fixed-point iteration applied to the equation cosz = x, with
Trog — 0.5.

would like the error in a given iterate x;;1 to be much smaller than the
error in the previous iterate xj;. For example, if the error is raised to a
power greater than 1 from iteration to iteration, then, because the error is
typically less than 1, it will approach zero very rapidly. This leads to the
following definition.

Definition (Order and Rate of Convergence) Let {x;}72, be a se-
quence in R™ that converges to x* € R™ and assume that x; # x* for each
k. We say that the order of convergence of {x;} to x* is order r, with
asymptotic error constant C, if

T S

k—oo ||xp — x*|| ’

where r > 1. If r = 1, then the number p = —log;y C is called the asymp-
totic rate of convergence.

Ifr=1,and 0 < C < 1, we say that convergence is linear. If r = 1 and
C =0, orif 1 <r <2 for any positive C', then we say that convergence is
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superlinear. If r = 2, then the method converges quadratically, and if r = 3,
we say it converges cubically, and so on. Note that the value of C need only
be bounded above in the case of linear convergence.

When convergence is linear, the asymptotic rate of convergence p indi-
cates the number of correct decimal digits obtained in a single iteration. In
other words, [1/p]+1 iterations are required to obtain an additional correct
decimal digit, where |z is the “floor” of x, which is the largest integer that
is less than or equal to x.

If g satisfies the conditions of the Contraction Mapping Theorem with
Lipschitz constant L, then Fixed-point Iteration achieves at least linear con-
vergence, with an asymptotic error constant that is bounded above by L.
This value can be used to estimate the number of iterations needed to obtain
an additional correct decimal digit, but it can also be used to estimate the
total number of iterations needed for a specified degree of accuracy.

From the Lipschitz condition, we have, for k > 1,

|z, — 2*| < Llzp_1 — z*| < LF|zg — 7).
From
lzg —2*| < |xo — 21+ 21 — 27| < |20 — 21|+ |21 — 27| < |W0 — 21|+ L] — 27

we obtain 3

L
1-L
Therefore, in order to satisfy |z —2*| < €, the number of iterations, k, must
satisfy

|z, — ™| < |z1 — o).

> In|z; — x| — In(e(1 — L))
- In(1/L)
That is, we can bound the number of iterations after performing a single
iteration, as long as the Lipschitz constant L is known.

We know that Fixed-point Iteration will converge to the unique fixed
point in [a, b] if ¢ satisfies the conditions of the Contraction Mapping The-
orem. However, if g is differentiable on [a,b], its derivative can be used to
obtain an alternative criterion for convergence that can be more practical
than computing the Lipschitz constant L. If we denote the error in x; by
er = T —x*, we can see from Taylor’s Theorem and the fact that g(z*) = x*
that

it = a2 = glan) — 9(0) = (") ok — %) + 30"(60) ok — o)
= J@)er +O(),
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where ¢ lies between xj and a*. Therefore, if |¢/(z*)| < k, where k < 1,
then Fixed-point Iteration is locally convergent; that is, it converges if x is
chosen sufficiently close to x*. This leads to the following result.

Theorem (Fixed-point Theorem) Let g be a continuous function on the
interval [a,b], and let g be differentiable on [a,b]. If g(x) € [a,b] for each
x € [a,b], and if there exists a constant k£ < 1 such that

g'(2)| <k, @€ (a,b),

then the sequence of iterates {x}7°, converges to the unique fixed point z*
of g in [a, b], for any initial guess zg € [a, b].

It can be seen from the preceding discussion why ¢’(x) must be bounded
away from 1 on (a,b), as opposed to the weaker condition |¢'(z)| < 1 on
(a,b). If ¢’(x) is allowed to approach 1 as x approaches a point ¢ € (a,b),
then it is possible that the error e; might not approach zero as k increases,
in which case Fixed-point Iteration would not converge.

Suppose that g satisfies the conditions of the Fixed-Point Theorem, and
that ¢ is also continuously differentiable on [a,b]. We can use the Mean
Value Theorem to obtain

epr1 = Tpy1 — & = glag) — 9(z*) = ¢' (&) (2 — 2¥) = ¢'(&k)ex,

where &, lies between x, and z*. It follows from the continuity of ¢’ at
x* that for any initial iterate z¢ € [a,b], Fixed-point Iteration converges
linearly with asymptotic error constant |¢'(z*)|, since, by the definition of
& and the continuity of ¢’,

i 11— i (6] = 1)
k—o0 ’€k| k—o0
Recall that the conditions we have stated for linear convergence are nearly
identical to the conditions for g to have a unique fixed point in [a,b]. The
only difference is that now, we also require g’ to be continuous on [a, b].
The derivative can also be used to indicate why Fixed-point Iteration
might not converge.

Example The function g(z) = 2% + 1% has two fixed points, 27 = 1/4
and x5 = 3/4, as can be determined by solving the quadratic equation
2?43 = . If we consider the interval [0, 3/8], then g satisfies the conditions
of the Fixed-point Theorem, as ¢'(x) = 2 < 1 on this interval, and therefore
Fixed-point Iteration will converge to z7 for any x € [0,3/8].
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On the other hand, ¢'(3/4) = 2(3/4) = 3/2 > 1. Therefore, it is not
possible for g to satisfy the conditions of the Fixed-point Theorem. Furthe-
more, if xg is chosen so that 1/4 < z¢ < 3/4, then Fixed-point Iteration
will converge to ] = 1/4, whereas if zy > 3/4, then Fixed-point Iteration
diverges. O

The fixed point 25 = 3/4 in the preceding example is an unstable fizved
point of g, meaning that no choice of zy yields a sequence of iterates that
converges to x5. The fixed point 2} = 1/4 is a stable fized point of g, meaning
that any choice of zy that is sufficiently close to x] yields a sequence of
iterates that converges to z7.

The preceding example shows that Fixed-point Iteration applied to an
equation of the form z = g(z) can fail to converge to a fixed point z* if
lg'(x*)| > 1. We wish to determine whether this condition indicates non-
convergence in general. If |¢/(x*)| > 1, and ¢’ is continuous in a neighbor-
hood of x*, then there exists an interval |z —2*| < § such that |¢/(z)| > 1 on
the interval. If x; lies within this interval, it follows from the Mean Value
Theorem that

|1 — 2| = [g(zn) — g(@")| = |g'()|Jzk — 2],
where 7 lies between z; and z*. Because 7 is also in this interval, we have
[Thy1 — @[ > [ogp — 2.

In other words, the error in the iterates increases whenever they fall within a
sufficiently small interval containing the fixed point. Because of this increase,
the iterates must eventually fall outside of the interval. Therefore, it is not
possible to find a kg, for any given ¢, such that |z — 2*| < for all k& > k.
We have thus proven the following result.

Theorem Let g have a fixed point at z*, and let ¢’ be continuous in a
neighborhood of z*. If |¢/(2*)] > 1, then Fixed-point Iteration does not
converge to x* for any initial guess xy except in a finite number of iterations.
O

Now, suppose that in addition to the conditions of the Fixed-point The-
orem, we assume that ¢’(z*) = 0, and that g is twice continuously differen-
tiable on [a, b]. Then, using Taylor’s Theorem, we obtain

ki1 = 9lm) — 9(a%) = o (%) i — 3°) + 3" (@) ox — 7 = 59" (E)e},
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where & lies between x; and x*. It follows that for any initial iterate xzg €
[a,b], Fixed-point Iteration converges at least quadratically, with asymp-
totic error constant |¢”(2*)/2|. Later, this will be exploited to obtain a
quadratically convergent method for solving nonlinear equations of the form

f(@)=o.

1.3 Iterative Solution of Equations

Now that we understand the convergence behavior of Fixed-point Iteration,
we consider the application of Fixed-point Iteration to the solution of an
equation of the form f(z) = 0. When rewriting this equation in the form
x = g(z), it is essential to choose the function g wisely. One guideline is
to choose g(x) = = — ¢(z) f(z), where the function ¢(x) is, ideally, nonzero
except possibly at a solution of f(x) = 0. This can be satisfied by choosing
¢(x) to be constant, but this can fail, as the following example illustrates.

Example Consider the equation
z+Inz=0.

By the Intermediate Value Theorem, this equation has a solution in the
interval [0.5,0.6]. Furthermore, this solution is unique. To see this, let
f(z) =x+Inz. Then f'(x) = x+1/x > 0 on the domain of f, which means
that f is increasing on its entire domain. Therefore, it is not possible for
f(x) = 0 to have more than one solution.

We consider using Fixed-point Iteration to solve the equivalent equation

r=z—(1)(x+Inz)=—Inz.

However, with g(z) = —Inz, we have |¢/(z)| = | — 1/z| > 1 on the interval
[0.5,0.6]. Therefore, by the preceding theorem, Fixed-point Iteration will
fail to converge for any initial guess in this interval. We therefore apply
g !(x) = e~ to both sides of the equation x = g(z) to obtain

g (x) =g "(9(x)) ==,

which simplifies to

x=e "
The function g(x) = e~ satisfies |¢'(x)| < 1 on [0.5,0.6], as ¢'(z) = —e %,
and e™® < 1 when the argument z is positive. By narrowing this interval to
[0.52,0.6], which is mapped into itself by this choice of g, we can apply the
Fixed-point Theorem to conclude that Fixed-point Iteration will converge
to the unique fixed point of g for any choice of zq in the interval. O
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1.4 Relaxation

As previously discussed, a common choice for a function g(z) to use with
Fixed-point Iteration to solve the equation f(z) = 0 is a function of the form
g(z) = x — ¢(x) f(x), where ¢(x) is nonzero. Clearly, the simplest choice of
¢(x) is a constant function ¢(x) = A, but it is important to choose A so that
Fixed-point Iteration with g(z) will converge.

Suppose that z* is a solution of the equation f(z) = 0, and that f is
continuously differentiable in a neighborhood of z*, with f'(z*) = a > 0.
Then, by continuity, there exists an interval [z* — §, 2* 4 J] containing z* on
which m < f/(z) < M, for positive constants m and M. It follows that for
any choice of a positive constant A,

1—AM <1-Af'(z) <1—Am.

By choosing

2
\ =
M+m’
we obtain M
1= AM =k, 1—Xdm=k k=-—_"
M +m

which satisfies 0 < k < 1. Therefore, if we define g(z) = x — Af(x), we have
lg'(x)] <k <1on [z* =4 a*+0].
Furthermore, if |z — 2*| < 0, then, by the Mean Value Theorem,

l9(x) — 2"| = [g(x) — g(™)| = g ()lz — 27| <6,

and therefore g maps the interval [z* — 0, 2* 4 J] into itself. We conclude
that the Fixed-point Theorem applies, and Fixed-point Iteration converges
linearly to z* for any choice of z¢ in [z* — §,2* 4 J], with asymptotic error
constant |1 — Aa| < k.

In summary, if f is continuously differentiable in a neighborhood of a
root z* of f(z) = 0, and f(x*) is nonzero, then there exists a constant A
such that Fixed-point Iteration with g(z) = z — Af(z) converges to x* for
xg chosen sufficiently close to x*. This approach to Fixed-point Iteration,
with a constant ¢, is known as relazation.

Convergence can be accelerated by allowing A to vary from iteration to
iteration. Intuitively, an effective choice is to try to minimize |¢’(x)| near
x* by setting A\ = 1/f/(zy), for each k, so that ¢'(zx) = 1 — Af'(xx) = 0.
This results in linear convergence with an asymptotic error constant of 0,
which indicates faster than linear convergence. We will see that convergence
is actually quadratic.
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1.5 Newton’s Method

To develop a more effective method for solving this problem of computing a
solution to f(x) = 0, we can address the following questions:

e Are there cases in which the problem easy to solve, and if so, how do
we solve it in such cases?

e Is it possible to apply our method of solving the problem in these
“easy” cases to more general cases?

In this course, we will see that these questions are useful for solving a variety
of problems. For the problem at hand, we ask whether the equation f(z) =0
is easy to solve for any particular choice of the function f. Certainly, if f is a
linear function, then it has a formula of the form f(z) = m(z —a)+b, where
m and b are constants and m # 0. Setting f(x) = 0 yields the equation

m(x —a)+b=0,

which can easily be solved for x to obtain the unique solution

b
r=a— —.
m
We now consider the case where f is not a linear function. Using Taylor’s
theorem, it is simple to construct a linear function that approximates f(z)
near a given point xg. This function is simply the first Taylor polynomial of
f(x) with center z,

Pi(z) = f(x0) + f'(x0)(z — x0).

This function has a useful geometric interpretation, as its graph is the tan-
gent line of f(z) at the point (z¢, f(z0)).

We can obtain an approximate solution to the equation f(z) = 0 by
determining where the linear function P;(z) is equal to zero. If the resulting
value, x1, is not a solution, then we can repeat this process, approximating
f by a linear function near x; and once again determining where this ap-
proximation is equal to zero. The resulting algorithm is Newton’s method,
which we now describe in detail.

Algorithm (Newton’s Method) Let f : R — R be a differentiable func-
tion. The following algorithm computes an approximate solution x* to the
equation f(z) = 0.



1.5. NEWTON’S METHOD 19

Choose an initial guess xg
for k=0,1,2,... do
if f(xy) is sufficiently small then
¥ =z
return z*

end

Tk = Tk = i)

if |zp11 — x| is sufficiently small then
= TE41
return r*
end
end

When Newton’s method converges, it does so very rapidly. However, it
can be difficult to ensure convergence, particularly if f(z) has horizontal
tangents near the solution z*. Typically, it is necessary to choose a starting
iterate xg that is close to x*. As the following result indicates, such a choice,
if close enough, is indeed sufficient for convergence.

Theorem (Convergence of Newton’s Method) Let f be twice continuously
differentiable on the interval [a,b], and suppose that f(c) =0 and f'(c) =0
for some ¢ € [a,b]. Then there exists a 6 > 0 such that Newton’s Method
applied to f(x) converges to ¢ for any initial guess xqy in the interval [c —
d,c+0].

Example We will use of Newton’s Method in computing /2. This number
satisfies the equation f(z) = 0 where

fz) =2%—2.

Since f'(z) = 2z, it follows that in Newton’s Method, we can obtain the
next iterate x,y1 from the previous iterate x,, by

B f(zn) 2 -2 x2 2 oz, 1
Tntl = In f(xn) n 2, n 2T, + 2, 2 + T

We choose our starting iterate g = 1, and compute the next several iterates
as follows:

rT =

Tro =
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r3 = 1.41421569
e = 1.41421356
x5 = 1.41421356.

Since the fourth and fifth iterates agree in to eight decimal places, we assume
that 1.41421356 is a correct solution to f(x) = 0, to at least eight decimal
places. The first two iterations are illustrated in Figure 1.2. O

Newton’s Method applied to f(x)=x2—2
05 T T T T T T

Figure 1.2: Newton’s Method applied to f(z) = 22 — 2. The bold curve is
the graph of f. The initial iterate x( is chosen to be 1. The tangent line
of f(x) at the point (zg, f(x0)) is used to approximate f(x), and it crosses
the z-axis at x1 = 1.5, which is much closer to the exact solution than zg.
Then, the tangent line at (x1, f(x1)) is used to approximate f(z), and it
crosses the z-axis at x9 = 1.416, which is already very close to the exact
solution.

Example Newton’s Method can be used to compute the reciprocal of a
number a without performing any divisions. The solution, 1/a, satisfies the
equation f(x) = 0, where

f@)=a- 2.

X
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Since

it follows that in Newton’s Method, we can obtain the next iterate 41

from the previous iterate x, by

a—1/x, a 2 1/x,

—_— =X _ =
1/x2 "1z, 1)

Tp+1 = Tn —

Note that no divisions are necessary to obtain x,y; from x,. This itera-
tion was actually used on older IBM computers to implement division in
hardware.

We use this iteration to compute the reciprocal of a = 12. Choosing our
starting iterate to be 0.1, we compute the next several iterates as follows:

1 = 2(0.1) —12(0.1)* = 0.08

zo = 2(0.12) —12(0.12)? = 0.0832
z3 = 0.0833312

zy = 0.08333333333279

z5 = 0.08333333333333.

We conclude that 0.08333333333333 is an accurate approximation to the
correct solution.

Now, suppose we repeat this process, but with an initial iterate of o = 1.
Then, we have

r; = 2(1)—12(1)*=-10
Ty = 2(—10) —12(—10)* = —1220
x3 = 2(—1220) — 12(—1220)% = —17863240

It is clear that this sequence of iterates is not going to converge to the correct
solution. In general, for this iteration to converge to the reciprocal of a, the
initial iterate xp must be chosen so that 0 < z¢p < 2/a. This condition
guarantees that the next iterate x1 will at least be positive. The contrast
between the two choices of xg are illustrated in Figure 1.3 for a = 8. O

We now analyze the convergence of Newton’s Method applied to the
equation f(z) = 0, where we assume that f is twice continuously differen-
tiable near the exact solution z*. Using Taylor’s Theorem, we obtain

%
€k+1 = Tp41 — X
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Newton’s Method applied to f(x)=8-1/x

x,=0.12

x1=—6

Figure 1.3: Newton’s Method used to compute the reciprocal of 8 by solving
the equation f(x) =8 —1/2 = 0. When zo = 0.1, the tangent line of f(z)
at (xo, f(xzo)) crosses the z-axis at x1 = 0.12, which is close to the exact
solution. When zg = 1, the tangent line crosses the z-axis at ;1 = —6,
which causes searcing to continue on the wrong portion of the graph, so the
sequence of iterates does not converge to the correct solution.

[ (@)
— e f(zg)
[ (@)
_ 1 * / * L. *12
= o i |60 - @) = ) - 5@ - 2"
= ot g [P - 00 + 57 @) e -
= ep+ f’(lxk) _—f,(ka)ek: + ;f”(ik)ei]
RN
= er e +

2/ (ax) *
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(&)
2f"(z) "

where &, is between zp and z*.

Suppose that f/'(z*) # 0. Then, by the continuity of f' and f”, there
exists a 6 > 0 such that on the interval Iy = [z* — §,2* + ], there is a
constant A such that

(@)
P =

If g € I is chosen so that |rg — 2*| < 1/A, then, by the above Taylor
expansion,

x,y € Is.

1
|lx; — ™| < §A]x0 —2*]? < S|z — 2.

N

Continuing by induction, we obtain
|z, — 2*| < 27 min{1/A, §},

and therefore Newton’s method converges to x*, provided that z( is chosen
sufficiently close to x*.

Because, for each k, & lies between z and x*, & converges to x* as well.
By the continuity of f” on I5, we conclude that Newton’s method converges
quadratically to x*, with asymptotic error constant

e

21 (@)

Example Suppose that Newton’s Method is used to find the solution of
f(x) =0, where f(z) = 2° — 2. We examine the error e, = x — x*, where
x* = /2 is the exact solution. We have

k T \ek\

01 0.41421356237310
1115 0.08578643762690
2 | 1.41666666666667 | 0.00245310429357
3 | 1.41421568627457 | 0.00000212390141
41 1.41421356237469 | 0.00000000000159

We can determine analytically that Newton’s Method converges quadrati-
cally, and in this example, the asymptotic error constant is | f”(v/2)/2f"(v/2)| =
0.35355. Examining the numbers in the table above, we can see that the
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number of correct decimal places approximately doubles with each iteration,
which is typical of quadratic convergence. Furthermore, we have

17~ 0.35352,

so the actual behavior of the error is consistent with the behavior that is
predicted by theory. O

It is easy to see from the above analysis, however, that if f/(z*) is very
small, or zero, then convergence can be very slow, or may not even occur.

Example The function
f(x) = (x —1)%"

has a double root at z* = 1, and therefore f’(z*) = 0. Therefore, the
previous convergence analysis does not apply. Instead, we obtain

€k+1 = Ty1 — 1
f(xk)
= Tk — —1
[ (k)
— 1)2p%k
R (xx — 1)%e q
2(z — 1) + (x — 1)2]e®r
i
= ek‘ —_ 72
2er + e,

1 1
= — e
2+ ey 4§

1 1
= — e
T+ 1 k

Lk
CL.
T+ 1

It follows that if we choose xzg > 0, then Newton’s method converges to
z* =1 linearly, with asymptotic error constant C' = % O

Normally, convergence of Newton’s method is only assured if xg is chosen
sufficiently close to x*. However, in some cases, it is possible to prove that
Newton’s method converges on an interval, under certain conditions on the
sign of the derivatives of f on that interval. For example, suppose that on
the interval Is = [x*, 2*+4], f’(x) > 0 and f”(x) > 0, so that f is increasing
and concave up on this interval.
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Let x; € I5. Then, from

f(@k)

Tpt1 = Tk — f,(xk)’

we have xx11 < xp, because f, being equal to zero at * and increasing on
Is, must be positive at x,. However, because

f”(ék) _ 2t 2
2f/($k) (.’L'k ) 5

*
LTht1 — T =

and f" and f” are both positive at xj, we must also have xp, 1 > z*.

It follows that the sequence {zy} is monotonic and bounded, and there-
fore must be convergent to a limit z, € I5. From the convergence of the
sequence and the determination of x4y from xy, it follows that f(x.) = 0.
However, f is positive on (z*,2* + 6], which means that we must have
. = x*, so Newton’s method converges to z*. Using the previous analysis,
it can be shown that this convergence is quadratic.

1.6 The Secant Method

One drawback of Newton’s method is that it is necessary to evaluate f'(z)
at various points, which may not be practical for some choices of f. The
secant method avoids this issue by using a finite difference to approximate
the derivative. As a result, f(z) is approximated by a secant line through
two points on the graph of f, rather than a tangent line through one point
on the graph.

Since a secant line is defined using two points on the graph of f(z), as
opposed to a tangent line that requires information at only one point on the
graph, it is necessary to choose two initial iterates x¢p and z;. Then, as in
Newton’s method, the next iterate xo is then obtained by computing the
z-value at which the secant line passing through the points (zg, f(xo)) and
(21, f(z1)) has a y-coordinate of zero. This yields the equation

f(z1) — f(xo)

1 — Xo

(z2 —x1) + f(21) =0

which has the solution

f(x1) (21 — 20)
f(z1) = f(20)

Ty =121 —
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which can be rewritten as follows:
A €0 Co k)

b f(@) — (o)

flz1) = f(mo)  f(z1)(z1 — 20)
f(z1) = f(zo)  flz1) — f(=0)
z1(f(21) — f(20)) — f(@1) (1 — 20)
f(z1) = f(20)
r1f(r1) — x1f(x0) — 21f(21) + 20 f(21)
f(x1) — f(z0)
)

ro =

= xl

xof(r1) — x1f (0
f(z1) = f(z0)

This leads to the following algorithm.

Algorithm (Secant Method) Let f : R — R be a continuous function. The
following algorithm computes an approximate solution z* to the equation

f(@)=o.

Choose two initial guesses xg and x
for k=1,2,3,... do
if f(xy) is sufficiently small then

¥ = xp
return x*
end
Tpil = xkf}{(xk)*xkf(wkfl)
z)—f(@K-1)
if |zp11 — x| is sufficiently small then
T = Tpp
return zr*
end
end

Like Newton’s method, it is necessary to choose the starting iterate xg
to be reasonably close to the solution x*. Convergence is not as rapid as
that of Newton’s Method, since the secant-line approximation of f is not as
accurate as the tangent-line approximation employed by Newton’s method.

Example We will use the Secant Method to solve the equation f(z) = 0,
where f(z) = 22—2. This method requires that we choose two initial iterates
xo and x1, and then compute subsequent iterates using the formula

f(xn)(xn - xnfl)

T F ) = F@a)”

n=1,23....
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We choose g = 1 and z; = 1.5. Applying the above formula, we obtain

o = 1.4
x3 = 1.41379310344828
rgy = 1.41421568627451.

As we can see, the iterates produced by the Secant Method are converging
to the exact solution z* = /2, but not as rapidly as those produced by
Newton’s Method. O

We now prove that the Secant Method converges if xg is chosen suffi-
ciently close to a solution z* of f(xz) =0, if f is continuously differentiable
near z* and f'(z*) = a # 0. Without loss of generality, we assume o > 0.
Then, by the continuity of f’, there exists an interval Is = [z* — §, 2* 4 {]
such that

3 5
Za < f(z) < ZO‘, € I;.
It follows from the Mean Value Theorem that
Tk — Tk—1
flzy) — f(zp-1)
o f(0k) (g — 27)

Tp1 — 2" = xp— " — f(zg)

I TP
[1 ff(sok)]( k=),

where 0y, lies between x, and x*, and ¢y, lies between x, and x;_1. Therefore,
if x;_1 and xy are in I, then so are ¢y and 0y, and xp satisfies

504/4'7

3a/4
3a/4

]xk+1—a:*|§max{‘1— " 5a/d

2
‘} |z — x| < §|:ck —z".

We conclude that if xg,x1 € Is, then all subsequent iterates lie in I5, and
the Secant Method converges at least linearly, with asymptotic rate constant
2/3.

The order of convergence of the Secant Method can be determined using
a result, which we will not prove here, stating that if {x}}32, is the sequence
of iterates produced by the Secant Method for solving f(x) = 0, and if this
sequence converges to a solution x*, then for k sufficiently large,

|zpr1 — 2| = S|y — x*||rg—1 — 7|

for some constant S.
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We assume that {zy} converges to z* of order a. Then, dividing both
sides of the above relation by |z — z*|%, we obtain

|Th 1 — 27|

~ x| 1— *
o Slag — x| " Yag—1 — =¥

Because « is the order of convergence, the left side must converge to a
positive constant C as k — oco. It follows that the right side must converge
to a positive constant as well, as must its reciprocal. In other words, there
must exist positive constants C7 and Co

This can only be the case if there exists a nonzero constant 5 such that
‘xk_x*‘ B |:ck—x*\o‘_1 B
lzp—y — 2\ Jopor —a*] )

l=(a—1) and «a=p.

which implies that

Eliminating 3, we obtain the equation
a?—a—-1=0,

which has the solutions

14++5 1-—
= ~ 1.61 =
9 68, a9 9

=

~ —0.618.

aq

Since we must have o > 1, the rate of convergence is 1.618.

1.7 The Bisection Method

Suppose that f(z) is a continuous function that changes sign on the interval
[a,b]. Then, by the Intermediate Value Theorem, f(x) = 0 for some x €
[a,b]. How can we find the solution, knowing that it lies in this interval?
The method of bisection attempts to reduce the size of the interval in
which a solution is known to exist. Suppose that we evaluate f(m), where
m = (a+b)/2. If f(m) =0, then we are done. Otherwise, f must change
sign on the interval [a, m] or [m, b], since f(a) and f(b) have different signs.
Therefore, we can cut the size of our search space in half, and continue
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this process until the interval of interest is sufficiently small, in which case
we must be close to a solution. The following algorithm implements this
approach.

Algorithm (Bisection) Let f be a continuous function on the interval [a, b]
that changes sign on (a,b). The following algorithm computes an approxi-
mation p* to a number p in (a,b) such that f(p) = 0.

for j=1,2,...do
pj=(a+b)/2
if f(pj) = 0 or b — a is sufficiently small then
P =p;
return p*
end

if f(a)f(pj) <0 then

At the beginning, it is known that (a,b) contains a solution. During each
iteration, this algorithm updates the interval (a,b) by checking whether f
changes sign in the first half (a,p;), or in the second half (p;,b). Once the
correct half is found, the interval (a,b) is set equal to that half. Therefore,
at the beginning of each iteration, it is known that the current interval (a, b)
contains a solution.

The test f(a)f(pj) < 0is used to determine whether f changes sign in the
interval (a,p;) or (p;,b). This test is more efficient than checking whether
f(a) is positive and f(p;) is negative, or vice versa, since we do not care
which value is positive and which is negative. We only care whether they
have different signs, and if they do, then their product must be negative.

In comparison to other methods, including some that we will discuss,
bisection tends to converge rather slowly, but it is also guaranteed to con-
verge. These qualities can be seen in the following result concerning the
accuracy of bisection.

Theorem Let f be continuous on [a,b], and assume that f(a)f(b) < 0.
For each positive integer n, let p, be the nth iterate that is produced by the
bisection algorithm. Then the sequence {p,}°2, converges to a number p in



30 CHAPTER 1. SOLUTION OF EQUATIONS BY ITERATION

(a,b) such that f(p) =0, and each iterate py, satisfies
b—a
n

Ipn — p| <

It should be noted that because the nth iterate can lie anywhere within the
interval (a,b) that is used during the nth iteration, it is possible that the
error bound given by this theorem may be quite conservative.

Example We seek a solution of the equation f(x) = 0, where
flz)=2® -z —1.

Because f(1) = —1 and f(2) = 1, and f is continuous, we can use the
Intermediate Value Theorem to conclude that f(z) = 0 has a solution in the
interval (1,2), since f(z) must assume every value between —1 and 1 in this
interval.

We use the method of bisection to find a solution. First, we compute the
midpoint of the interval, which is (1+2)/2 = 1.5. Since f(1.5) = —0.25, we
see that f(x) changes sign between 2z = 1.5 and = = 2, so we can apply the
Intermediate Value Theorem again to conclude that f(z) = 0 has a solution
in the interval (1.5,2).

Continuing this process, we compute the midpoint of the interval (1.5,2),
which is (1.5+2)/2 = 1.75. Since f(1.75) = 0.3125, we see that f(x) changes
sign between z = 1.5 and z = 1.75, so we conclude that there is a solution
in the interval (1.5,1.75). The following table shows the outcome of several
more iterations of this procedure. Each row shows the current interval (a, b)
in which we know that a solution exists, as well as the midpoint of the
interval, given by (a + b)/2, and the value of f at the midpoint. Note that
from iteration to iteration, only one of a or b changes, and the endpoint that
changes is always set equal to the midpoint.

a b m=(a+b)/2 | f(m)

1 2 1.5 —-0.25

1.5 2 1.75 0.3125

1.5 1.75 1.625 0.015625
1.5 1.625 1.5625 —0.12109
1.5625 1.625 1.59375 —0.053711
1.59375 1.625 1.609375 —0.019287
1.609375 | 1.625 1.6171875 —0.0018921
1.6171875 | 1.625 1.62109325 0.0068512
1.6171875 | 1.62109325 | 1.619140625 0.0024757
1.6171875 | 1.619140625 | 1.6181640625 | 0.00029087
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The correct solution, to ten decimal places, is 1.6180339887, which is the
number known as the golden ratio. O

For this method, it is easier to determine the order of convergence if we
use a different measure of the error in each iterate xj. Since each iterate is
contained within an interval [ay, by] where by, — ax = 27%(b — a), with [a, b]
being the original interval, it follows that we can bound the error xj — x*
by er = by — ai. Using this measure, we can easily conclude that bisection
converges linearly, with asymptotic error constant 1/2.

1.8 Safeguarded Methods

It is natural to ask whether it is possible to combine the rapid convergence
of methods such as Newton’s method with “safe” methods such as bisection
that are guaranteed to converge. This leads to the concept of safequarded
methods, which maintain an interval within which a solution is known to
exist, as in bisection, but use a method such as Newton’s method to find a
solution within that interval. If an iterate falls outside this interval, the safe
procedure is used to refine the interval before trying the rapid method.

An example of a safeguarded method is the method of Regula Falsi,
which is also known as the method of false position. It is a modification of
the secant method in which the two initial iterates zo and x1 are chosen so
that f(zo)- f(z1) < 0, thus guaranteeing that a solution lies between xy and
x1. This condition also guarantees that the next iterate xo will lie between
xp and z1, as can be seen by applying the Intermediate Value Theorem to
the secant line passing through (z, f(z¢)) and (z1, f(z1)).

It follows that if f(z2) # 0, then a solution must lie between z¢ and x2,
or between x1 and xo. In the first scenario, we use the secant line passing
through (xo, f(z)) and (z2, f(x2)) to compute the next iterate x3. Oth-
erwise, we use the secant line passing through (z1, f(x1)) and (x2, f(x2)).
Continuing in this fashion, we obtain a sequence of smaller and smaller inter-
vals that are guaranteed to contain a solution, as in bisection, but interval is
updated using a superlinearly convergent method, the secant method, rather
than simply being bisected.

Algorithm (Method of Regula Falsi) Let f : R — R be a continuous
function that changes sign on the interval (a,b). The following algorithm
computes an approximate solution z* to the equation f(x) = 0.

repeat
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af(b)=bf(a)

€= )~ f(a)

if f(c) =0 or b — a is sufficiently small then
¥ =c¢
return z*

end

if f(a)- f(c) <0 then
b=c

else
a=c

end

end

Example We use the Method of Regula Falsi (False Position) to solve
f(z) = 0 where f(z) = 22 — 2. First, we must choose two initial guesses x
and 7 such that f(z) changes sign between zy and x1. Choosing xg = 1
and z1 = 1.5, we see that f(xg) = f(1) = —1 and f(z1) = f(1.5) = 0.25, so
these choices are suitable.

Next, we use the Secant Method to compute the next iterate xo by
determining the point at which the secant line passing through the points
(xo0, f(z0)) and (z1, f(x1)) intersects the line y = 0. We have

f(xo) (21 — o)

T T @) — f(wo)

_,_(has-
0.25 — (—1)
1.5—1

= 1+ 0.25+1

g 0D
1.25

= 14.

Computing f(z2), we obtain f(1.4) = —0.04 < 0. Since f(z2) < 0 and
f(x1) > 0, we can use the Intermediate Value Theorem to conclude that a
solution exists in the interval (zg,x1). Therefore, we compute z3 by deter-
mining where the secant line through the points (x1, f(z1)) and f(x2, f(x2))
intersects the line y = 0. Using the formula for the Secant Method, we ob-
tain

f(x1) (22 — 21)
f(z2) — f(x1)

r3 = T1—
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(0.25)(1.4 — 1.5)

= 15—
g —0.04 — 0.25
= 1.41379.

Since f(z3) < 0 and f(x2) < 0, we do not know that a solution exists in
the interval (2, x3). However, we do know that a solution exists in the
interval (z3,x1), because f(x1) > 0. Therefore, instead of proceeding as in
the Secant Method and using the Secant line determined by x2 and x3 to
compute x4, we use the secant line determined by z; and x3 to compute x4.
O
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Chapter 2

Polynomial Interpolation

2.1 Lagrange Interpolation

Calculus provides many tools that can be used to understand the behavior of
functions, but in most cases it is necessary for these functions to be continu-
ous or differentiable. This presents a problem in most “real” applications, in
which functions are used to model relationships between quantities, but our
only knowledge of these functions consists of a set of discrete data points,
where the data is obtained from measurements. Therefore, we need to be
able to construct continuous functions based on discrete data.

The problem of constructing such a continuous function is called data
fitting. In this lecture, we discuss a special case of data fitting known as
interpolation, in which the goal is to find a linear combination of n known
functions to fit a set of data that imposes n constraints, thus guaranteeing
a unique solution that fits the data exactly, rather than approximately. The
broader term “constraints” is used, rather than simply “data points”, since
the description of the data may include additional information such as rates
of change or requirements that the fitting function have a certain number of
continuous derivatives.

When it comes to the study of functions using calculus, polynomials are
particularly simple to work with. Therefore, in this course we will focus on
the problem of constructing a polynomial that, in some sense, fits given data.
We first discuss some algorithms for computing the unique polynomial p,, ()
of degree n that satisfies py,(x;) = y;, ¢ = 0,...,n, where the points (z;, ;)

are given. The points xg,x1,...,x, are called interpolation points. The
polynomial p,(z) is called the interpolating polynomial of the data (xq,yo),
(1,91), -+ (Tn,yn). At first, we will assume that the interpolation points

35



36 CHAPTER 2. POLYNOMIAL INTERPOLATION

are all distinct; this assumption will be relaxed in a later lecture.

If the interpolation points xg,...,z, are distinct, then the process of
finding a polynomial that passes through the points (x;,v;), i = 0,...,n,
is equivalent to solving a system of linear equations Ax = b that has a
unique solution. However, different algorithms for computing the interpo-
lating polynomial use a different A, since they each use a different basis for
the space of polynomials of degree < n.

The most straightforward method of computing the interpolation poly-
nomial is to form the system Ax = b where b; = y;, i = 0,...,n, and the
entries of A are defined by a;; = pj(z;), 1,5 =0,...,n, where zo,z1,...,2,
are the points at which the data yo, y1, ..., yn are obtained, and p;(z) = al,
j=0,1,...,n. The basis {1, x,...,2"} of the space of polynomials of degree
n+ 1 is called the monomial basis, and the corresponding matrix A is called

the Vandermonde matriz for the points xg, x1,...,x,. Unfortunately, this
matrix can be ill-conditioned, especially when interpolation points are close
together.

In Lagrange interpolation, the matrix A is simply the identity matrix, by
virtue of the fact that the interpolating polynomial is written in the form

=
S
E
I
[
&
o
s
<.
—~
8
~

7=0
where the polynomials {£L, ;}]_, have the property that

1 ifi=j
ﬁ”’f(x’)_{o ifi#j

The polynomials {£, ;}, j = 0,...,n, are called the Lagrange polynomials

for the interpolation points xg, x1, ..., . They are defined by
o —x
— Lk
Ly () = | | : )
_ cLj T Tk
k=0,k#j

As the following result indicates, the problem of polynomial interpolation
can be solved using Lagrange polynomials.

Theorem Let xg,x1,...,2, be n+ 1 distinct numbers, and let f(x) be a
function defined on a domain containing these numbers. Then the polyno-
mial defined by

po(@) =Y f(25)Ln
=0
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s the unique polynomial of degree n that satisfies

pn(zj) = f(zj), j=0,1,...,n.
The polynomial p,(x) is called the interpolating polynomial of f(x). We say
that p,(z) interpolates f(x) at the points xg,z1, ..., Ty.

Example We will use Lagrange interpolation to find the unique polynomial
p3(x), of degree 3 or less, that agrees with the following data:

0] —1 3
1 0 -4
2 1 5
3 2| —6

In other words, we must have ps(—1) = 3, p3(0) = —4, p3(1) = 5, and
p3(2) = —6.

First, we construct the Lagrange polynomials {LS,j(ﬂf)}?:o» using the
formula
[ ==
Emj(x) = ! .
AL (x5 — )
1=0,i#£j]

This yields

(x —a1)(x — @2)(x — a3)
(ro — z1)(20 — 22) (20 — 23)
(x = 0)(z—1)(z —2)
(-1-0)(-1-1)(-1-2)
r(2? — 3z +2)
COC2)(-3)

1, .
= —6(x5 — 322 + 2z)

Lso(r) =

(x — @o)(z — @2) (2 — x3)
(1 — o) (z1 — 22) (21 — 23)
(x+1)(x—1)(x—2)
0+1)(0-1)(0-2)

(22 —1)(z —2)
(D(=1)(-2)
(

23— 22—z +2)

£371(l‘) =

| =
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(x —xo)(x — z1)(x — x3)

L3o(xz) = (2 — x) (e — 1) (22 — 3)
_ (@)@ -0)(x-2)
(14+1)(1-0)(1-2)
_ sef-z-2)
M)
= _%(1’3—332—23:)
Cogla) = Em)E—z)( =)

(x3 — o) (23 — w1) (23 — @2)

_ (z+1)(x—0)(z—1)
2+1)(2-0)(2-1)
o oz(a?-1)
B3O
1
= 6(953 —x)

By substituting x; for = in each Lagrange polynomial L3 ;(z), for j =
0,1,2,3, it can be verified that

1 ifi=j
ﬁi”ﬂ'(xi):{ 0 ifij

It follows that the Lagrange interpolating polynomial p3(z) is given by
p3(x) = ZyJ£3J

= 0530 () +y1L31(x) + y2L32(x) + y3L3 3(x)
= ( > 2® — 32 +22) + (— 4)%(w3—2x2—x+2)+(5) (—) (x® — 2% — 2x) +

(~6)5(«* ~ )

1 5
= —5(.%‘3 — 322 4+ 22) 4+ (—=2)(2® — 222 — 2z +2) — 5( 5 a? —2x) — (23 — 1)

Cﬁ\r—t

B 1 5 s (3 5\ o
= <2 2-3 1)33 +<2+4+2)3§ +(-14+2+5+1)z—4

= —62°+82%+Tr—4

Substituting each z;, for i = 0,1,2,3, into p3(z), we can verify that we
obtain ps(z;) = y; in each case. O
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While the Lagrange polynomials are easy to compute, they are difficult
to work with. Furthermore, if new interpolation points are added, all of the
Lagrange polynomials must be recomputed. Unfortunately, it is not uncom-
mon, in practice, to add to an existing set of interpolation points. It may be
determined after computing the kth-degree interpolating polynomial py(x)
of a function f(x) that pg(z) is not a sufficiently accurate approximation
of f(z) on some domain. Therefore, an interpolating polynomial of higher
degree must be computed, which requires additional interpolation points.

To address these issues, we consider the problem of computing the inter-
polating polynomial recursively. More precisely, let k > 0, and let pg(x) be
the polynomial of degree k that interpolates the function f(x) at the points

xo,x1,...,2k. ldeally, we would like to be able to obtain pg(x) from poly-
nomials of degree k — 1 that interpolate f(x) at points chosen from among
o, T1,...,TE. The following result shows that this is possible.

Theorem Let n be a positive integer, and let f(x) be a function defined on
a domain containing the n+ 1 distinct points xg, x1, ..., %y, and let p,(x) be
the polynomial of degree n that interpolates f(x) at the points xg, x1,...,Tp.
For each i = 0,1,...,n, we define pp—1(x) to be the polynomial of degree
n — 1 that interpolates f(x) at the points xo,x1,...,Ti—1,Tit1,...,Tn. If i
and j are distinct nonnegative integers not exceeding n, then

(@ = 2)pn-1,(2) = (& — zi)pn-1i(z)
Ty — {L‘]’

pn(T) =

This result leads to an algorithm called Newille’s Method that computes
the value of p,(x) at a given point using the values of lower-degree interpo-
lating polynomials at x. We now describe this algorithm in detail.

Algorithm Let zg,z1,...,z, be distinct numbers, and let f(z) be a func-
tion defined on a domain containing these numbers. Given a number z*, the
following algorithm computes y* = p,(z*), where p,(x) is the nth interpo-
lating polynomial of f(x) that interpolates f(z) at the points xg, x1, ..., Tp.

for j =0ton do
Qj = f(z;)
end
for j =1tondo
for K =n to j do
Qr = [(z — 2)Qr—1 — (2 — 24—j) Qi / (Tk—j — )

end
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end

y*:Qn

At the jth iteration of the outer loop, the number Qg, for k =n,n—1,...,7,
represents the value at = of the polynomial that interpolates f(x) at the
points Tp, Tr_1,...,Tp_j-.

The preceding theorem can be used to compute the polynomial p, (x) it-
self, rather than its value at a given point. This yields an alternative method
of constructing the interpolating polynomial, called Newton interpolation,
that is more suitable for tasks such as inclusion of additional interpolation
points.

2.2 Convergence

In some applications, the interpolating polynomial p,(x) is used to fit a
known function f(z) at the points xq,...,Z,, usually because f(z) is not
feasible for tasks such as differentiation or integration that are easy for
polynomials, or because it is not easy to evaluate f(z) at points other than
the interpolation points. In such an application, it is possible to determine
how well p,(x) approximates f(x).

To that end, we assume that = is not one of the interpolation points
g, T1,- .., Ty, and we define

_ f(@) = pa(2)

Tn1(T) Tt (),

where

Tn41(2) = (z — 2o)(x —21) - (& — n)
is a polynomial of degree n 4+ 1. Because x is not one of the interpola-
tion points, it follows that ¢(t) has at least n + 2 zeros: z, and the n + 1
interpolation points xg,x1,...,2Z,. Furthermore, m,+1(x) # 0, so p(t) is
well-defined.

If fis n+ 1 times continuously differentiable on an interval [a, b] that
contains the interpolation points and x, then, by the Generalized Rolle’s
Theorem, ¢+ must have at least one zero in [a,b]. Therefore, at some
point &(x) in [a, b], that depends on x, we have

0= oD (g(a)) = f0(p) - LD =@y,
Tpt1()

which yields the following result.
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Theorem (Interpolation error) If f is n+1 times continuously differentiable
on [a,b], and p,(x) is the unique polynomial of degree n that interpolates
f(z) at the n+1 distinct points xg, x1, ..., Ty in [a,b], then for each x € [a, ],

T ()
f(z) = pu(x) —-}ig(f _’xj)“z;;;jijT‘*,

where £(z) € [a,b].

It is interesting to note that the error closely resembles the Taylor remainder
R, (x).

If the number of data points is large, then polynomial interpolation be-
comes problematic since high-degree interpolation yields oscillatory polyno-
mials, when the data may fit a smooth function.

Example Suppose that we wish to approximate the function f(x) = 1/(1+
x?) on the interval [—5, 5] with a tenth-degree interpolating polynomial that
agrees with f(z) at 11 equally-spaced points zg, z1, ..., z19 in [—5, 5], where
xj = =5+ 7, for j = 0,1,...,10. Figure 2.1 shows that the resulting
polynomial is not a good approximation of f(x) on this interval, even though
it agrees with f(z) at the interpolation points. The following MATLAB
session shows how the plot in the figure can be created.

>> Y, create vector of 11 equally spaced points in [-5,5]
>> x=linspace(-5,5,11);

>> Y, compute corresponding y-values

>> y=1./(1+x.72);

>> % compute 10th-degree interpolating polynomial

>> p=polyfit(x,y,10);

>> % for plotting, create vector of 100 equally spaced points
>> xx=linspace(-5,5);

>> 7}, compute corresponding y-values to plot function

>> yy=1./(1+xx.72);

>> Y, plot function

>> plot(xx,yy)

>> 7, tell MATLAB that next plot should be superimposed on
>> 7}, current one

>> hold on

>> % plot polynomial, using polyval to compute values

>> % and a red dashed curve

>> plot(xx,polyval(p,xx),’r--7)
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>> Y indicate interpolation points on plot using circles
>> plot(x,y,’0’)

>> % label axes

>> xlabel(’x’)

>> ylabel(’y’)

>> 7, set caption

>> title(’Runge’’s example’)

Runge's exampla

2 T T T T T T T T T

1.5H

0.5

-_ = —— == == = =

—|:| _5 1 1 1 1 1 1 1 1 1
5

Figure 2.1: The function f(z) = 1/(1 + 2?) (solid curve) cannot be interpo-
lated accurately on [—5, 5] using a tenth-degree polynomial (dashed curve)
with equally-spaced interpolation points. This example that illustrates the
difficulty that one can generally expect with high-degree polynomial inter-
polation with equally-spaced points is known as Runge’s example.
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In general, it is not wise to use a high-degree interpolating polynomial and
equally-spaced interpolation points to approximate a function on an interval
[a, b] unless this interval is sufficiently small. The example shown in Figure
2.1 is a well-known example of the difficulty of high-degree polynomial inter-
polation using equally-spaced points, and it is known as Runge’s example.
O

Is it possible to choose the interpolation points so that the error is min-
imized? To answer this question, we introduce the Chebyshev polynomials

Ty (x) = cos(kcos™(x)),
which satisfy the three-term recurrence relation
Tit1(z) = 22T(x) — Tp—1(z), To(x) =1, Ti(x)==x.

These polynomials have the property that |T;(z)| < 1 on the interval [—1, 1],
while they grow rapidly outside of this interval. Furthermore, the roots of
these polynomials lie within the interval [—1,1]. Therefore, if the interpo-
lation points xg, z1,...,x, are chosen to be the images of the roots of the
(n + 1)st-degree Chebyshev polynomial under a linear transformation that
maps [—1, 1] to [a, ], then it follows that

- 1
H(:L' —xj)| < onv TE [a, b].
=0

Therefore, the error in interpolating f(x) by an nth-degree polynomial is
determined entirely by f"t1).

2.3 Hermite Interpolation

Suppose that the interpolation points are perturbed so that two neighboring
points x; and x;41, 0 < ¢ < n, approach each other. What happens to the
interpolating polynomial? In the limit, as x;11 — x;, the interpolating
polynomial p,,(z) not only satisfies p,(z;) = y;, but also the condition

/ . Yi+1 — Yi
pn(xz) = lim ———=.
Tit1 =T i1 — Ly

It follows that in order to ensure uniqueness, the data must specify the value
of the derivative of the interpolating polynomial at x;.
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In general, the inclusion of an interpolation point z; k times within
the set xg,...,x, must be accompanied by specification of pg) (), 7 =
0,...,k — 1, in order to ensure a unique solution. These values are used
in place of divided differences of identical interpolation points in Newton
interpolation.

Interpolation with repeated interpolation points is called osculatory in-
terpolation, since it can be viewed as the limit of distinct interpolation points
approaching one another, and the term “osculatory” is based on the Latin
word for “kiss”.

In the case where each of the interpolation points zg,x1,...,x, is re-
peated exactly once, the interpolating polynomial for a differentiable func-
tion f(x) is called the Hermite polynomial of f(z), and is denoted by poy,+1(x),
since this polynomial must have degree 2n 4 1 in order to satisfy the 2n + 2
constraints

p2n+1(xi> = f(xl)7 pIQn—l—l(xl) = f/(l’i), = 07 17 sy N

To satisfy these constraints, we define, for 1 = 0,1,...,n,
Hy(z) = [Li()]*(1 = 2Li(z:) (x — 27)),
Ki(z) = [Li(2)](z — z),

where, as before, L;(x) is the ith Lagrange polynomial for the interpolation
points g, 1, ..., Ty.
It can be verified directly that these polynomials satisfy, for 4,5 =
0,1,...,n,
Hi(z;) = bij, Hj(x;) =0,
Ki(z;) =0, Kj(z;) = dij,

where 6;; is the Kronecker delta

1=
si={41%]

It follows that

n

Pont1(z) = Z[f(xi)Hi(Cﬂ) + f(2i) Ki()]
i=0
is a polynomial of degree 2n + 1 that satisfies the above constraints.
To prove that this polynomial is the unique polynomial of degree 2n+ 1,
we assume that there is another polynomial pa,11 of degree 2n + 1 that
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satisfies the constraints. Because pont1(x;) = pont1(zi) = f(z;) for i =
0,1,...,n, pan+1 — Pons1 has at least n + 1 zeros. It follows from Rolle’s
Theorem that ph, | —ph,,; has n zeros that lie within the intervals (z;_1, x;)
fori=0,1,...,n— 1.

Furthermore, because pb,, | (i) = Ph,41(x:) = f'(x;) for i = 0,1,...,n,
it follows that p, | — Py, ; has n + 1 additional zeros, for a total of at
least 2n + 1. However, ph, .| — P, is a polynomial of degree 2n, and the
only way that a polynomial of degree 2n can have 2n + 1 zeros is if it is
identically zero. Therefore, pon+1 — Dan+1 IS a constant function, but since
this function is known to have at least n + 1 zeros, that constant must be
zero, and the Hermite polynomial is unique.

Using a similar approach as for the Lagrange interpolating polynomial,
combined with ideas from the proof of the uniqueness of the Hermite poly-
nomial, the following result can be proved.

Theorem Let f be 2n + 2 times continuously differentiable on [a, ], and
let pap41 denote the Hermite polynomial of f with interpolation points

xo,T1,...,Zn in [a,b]. Then there exists a point &(x) € [a, b] such that
_ f(2n+2) (€(x)) 2 2 2
f(x) = pany1(z) = W(ff —x0) (x —x1)" - (T — xp)".

The representation of the Hermite polynomial in terms of Lagrange poly-
nomials and their derivatives is not practical, because of the difficulty of
differentiating and evaluating these polynomials. Instead, one can construct
the Hermite polynomial using a Newton divided-difference table, in which
each entry corresponding to two identical interpolation points is filled with
the value of f’(x) at the common point. Then, the Hermite polynomial can
be represented using the Newton divided-difference formula.

2.4 Differentiation

We now discuss how polynomial interpolation can be applied to help solve a
fundamental problem from calculus that frequently arises in scientific appli-
cations, the problem of computing the derivative of a given function f(z).



46 CHAPTER 2. POLYNOMIAL INTERPOLATION

2.4.1 Finite Difference Approximations

Recall that the derivative of f(z) at a point zp, denoted f'(x¢), is defined
by
f(zo+h) — f(z0)

/ T
fwo) = limy h

This definition suggests a method for approximating f’(zg). If we choose h
to be a small positive constant, then

f/(x()) ~ f(.fC() + h]i — f(ilf()) )
This approximation is called the forward difference formula.

To estimate the accuracy of this approximation, we note that if f”(x)
exists on [zg,zo + h], then, by Taylor’s Theorem, f(xg + h) = f(zo) +
f'(xo)h + f"(€)h?/2, where & € [z, 70 + h]. Solving for f’(z¢), we obtain

f(z0) = flzo + h})L — flzo) _ f"2(§)
so the error in the forward difference formula is O(h). We say that this
formula is first-order accurate.

The forward-difference formula is called a finite difference approzimation
to f'(zo), because it approximates f’(x) using values of f(z) at points that
have a small, but finite, distance between them, as opposed to the definition
of the derivative, that takes a limit and therefore computes the derivative
using an “infinitely small” value of h. The forward-difference formula, how-
ever, is just one example of a finite difference approximation. If we replace h
by —h in the forward-difference formula, where h is still positive, we obtain
the backward-difference formula

f(xo) = f(wo — h)

f(zo) = 5

Like the forward-difference formula, the backward difference formula is first-
order accurate.

If we average these two approximations, we obtain the centered difference
formula

h,

f/(ﬂfo) ~ f(l'()—i-h) _f(ffo _h)

2h
To determine the accuracy of this approximation, we assume that f”(z)
exists on the interval [zg — h,xo + h], and then apply Taylor’s Theorem
again to obtain

f”(xo)hz n f”’(§+)h3

fxo +h) = f(wo) + f'(wo)h + —— -
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14 T " -
f(J:O - h) — f(xO) - fl(l'o)h+ f (2 0) h2 o f (65 )h3’

where &4 € [zg,xo+h] and {_ € [zg—h, zo]. Subtracting the second equation
from the first and solving for f’(x¢) yields

iy flaoth)—flwo—h) f"(&)+ f"(E)
fi(wo) = 2 12

By the Intermediate Value Theorem, f”(z) must assume every value be-
tween f”'(£_-) and f(&4) on the interval (£_, &, ), including the average of
these two values. Therefore, we can simplify this equation to

flzo+h) — flzg—h)  f"(§)
2h 6

2.

[(z0) = h?,

where £ € [xg—h, z9+h]|. We conclude that the centered-difference formula is
second-order accurate. This is due to the cancellation of the terms involving

f//(x())'

Example Consider the function

. 22
st < T +x)
COsSTr—x

(V-1
51n< ]

fz) =

Our goal is to compute f/(0.25). Differentiating, using the Quotient Rule
and the Chain Rule, we obtain

2sin (@> cos (m) [ 2241 + \/aTH(sian)}

fla) = cosz—a cosm—;n (3\//%1)@0”@ (cosz—a)® |
i <C0§iti> cos (\\//52;11> [2\/5\}:1:2“ o (32:(2\./%51)_31/)2}

Evaluating this monstrous function at z = 0.25 yields f'(0.25) = —9.066698770.
An alternative approach is to use a centered difference approximation,

R (a2 ()

Using this formula with z = 0.25 and h = 0.005, we obtain the approxima-
tion

£(0.255) — £(0.245)

(0.25) ~
!/ ( ) 0.01

= —9.067464295,
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which has absolute error 7.7 x 10~4. While this complicated function must
be evaluated twice to obtain this approximation, that is still much less work
than using differentiation rules to compute f’(z), and then evaluating f’(x),
which is much more complicated than f(x). O

While Taylor’s Theorem can be used to derive formulas with higher-
order accuracy simply by evaluating f(x) at more points, this process can
be tedious. An alternative approach is to compute the derivative of the
interpolating polynomial that fits f(x) at these points. Specifically, suppose
we want to compute the derivative at a point xy using the data

(x—jv y—j)7 R (x—hy—l)a (x07y0)7 (xla y1)7 ey (xkvyk)7

where j and k£ are known nonnegative integers, x_; < x_j41 < -+ < xp_1 <
xg, and y; = f(x;) for i = —j,... k. Then, a finite difference formula
for f'(x¢) can be obtained by analytically computing the derivatives of the
Lagrange polynomials {[,m(x)}f:fj for these points, where n = j + k + 1,
and the values of these derivatives at xg are the proper weights for the
function values y_j, ..., yg. If f(z) is n+1 times continuously differentiable

on [x_j, x|, then we obtain an approximation of the form

k (n+1) k
f’(xo) = Z yiﬁgm(.l‘o) + f(n—i—l()g') ' H;éo(xo — xi),
==J 1==],

where § € [z_j, zg).
Among the best-known finite difference formulas that can be derived
using this approach is the second-order-accurate three-point formula

_ =3f(xo) +4f(xo+ h) — f(zo + 2h) n fm(f)

2
2
5h 3 h*, {E[xo,%o—i— h],

f' (o)

which is useful when there is no information available about f(z) for z < zg.

If there is no information available about f(x) for x > xz, then we can

replace h by —h in the above formula to obtain a second-order-accurate

three-point formula that uses the values of f(z) at xg, o — h and xg — 2h.
Another formula is the five-point formula

f(zo — 2h) — 8f(xo — h) + 8f(wo + h) — f(xo + 2h) +f(5) (&)
12h 30

f/(iﬁo) = h47 § € [$0—2h,$0—|—2h],

which is fourth-order accurate. The reason it is called a five-point formula,
even though it uses the value of f(z) at four points, is that it is derived from
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the Lagrange polynomials for the five points xg — 2h, g — h, x9, g + h, and
zo + 2h. However, f(xo) is not used in the formula because L} z(zo) = 0,
where £4 () is the Lagrange polynomial that is equal to one at x( and zero
at the other four points.

If we do not have any information about f(x) for x < z¢, then we can
use the following five-point formula that actually uses the values of f(x) at
five points,

f/(fb“o) _ —25f(xo) + 48 f(xo + h) — 36f(x01—2|—h2h) +16f(xo + 3h) — 3f (o + 4h) +f(5;(§) h4,

where £ € [zg, z9+4h]. As before, we can replace h by —h to obtain a similar
formula that approximates f/(zg) using the values of f(z) at xg,zo—h, zo—
2h, xg — 3h, and x¢ — 4h.

The strategy of differentiating Lagrange polynomials to approximate
derivatives can be used to approximate higher-order derivatives. For exam-
ple, the second derivative can be approximated using a centered difference
formula,

" f(zo+h) —2f(x0) + f(wo — h)
f (1’0) ~ 2 )

which is second-order accurate.

Example We will construct a formula for approximating f’(z) at a given
point z¢ by interpolating f(z) at the points zg, xo + h, and xg + 2h using a
second-degree polynomial ps(z), and then approximating f’(zg) by p5(zo).
Since pa(z) should be a good approximation of f(x) near xg, especially when
h is small, its derivative should be a good approximation to f’(x) near this
point.

Using Lagrange interpolation, we obtain

pa(x) = f(xo)Loo(x) + f(xo+ h) Lo (x) + f(xo + 2h) Lo 2(x),

where {Egjj(a:)}?zo are the Lagrange polynomials for the points zg, 1 =
xo + h and zo = g + 2h. Recall that these polynomials satisfy

1 ifj=k
0 otherwise

Lo j(xr) = ik = {

Using the formula for the Lagrange polynomials,

2

Loj(z) = H M,

i=0,i#] (25 — i)
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we obtain
Loo(z) = (x = (zo + h))(z — (x0 + 2h))
’ (CL‘O — (CC[) + h))(flﬁo — (.I'() + 2h))
_a? — (2zo + 3h)x + (zo + h)(wo + 2h)
2h? ’
£21(x) — ($—$0)($—(l’0+2h))
’ ($0+h—$0)($0+h—($0+2h))
~@? — (2xo + 2h)x + (0 + 2h)
= 3 ,
52’2(1,) — (l’ - .22'0)(.21? B (xo + h))

(xo + 2h — x0)(xo + 2h — (xo + h))
22 — (220 + h)x + xo (20 + h)

2h?

It follows that
22 — (2x0 + 3h)

2x — (233‘0 + Qh)
/2,1(‘T) = = 12
2x — (229 + h)
22(2) = T

We conclude that f'(zg) = ph(z0), where

py(zo) = f(w0)Loo(wo) + f(zo + h)Lso(x0) + f(xo + 20) L3 o(0)

S flao) gy + Flm+ )2 + Fla+20) 5
3f(wo) +4f(zo + h) — f(xo + 2h)

2h

Using Taylor’s Theorem to write f(zo+h) and f(xo+2h) in terms of Taylor
polynomials centered at xg, it can be shown that the error in this approxi-
mation is O(h?), and that this formula is exact when f(z) is a polynomial
of degree 2 or less. O

In a practical implementation of finite difference formulas, it is essential
to note that roundoff error in evaluating f(x) is bounded independently of
the spacing h between points at which f(x) is evaluated. It follows that
the roundoff error in the approximation of f’(z) actually increases as h
decreases, because the errors incurred by evaluating f(z) are divided by h.
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Therefore, one must choose h sufficiently small so that the finite difference
formula can produce an accurate approximation, and sufficiently large so
that this approximation is not too contaminated by roundoff error.
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Chapter 3

Numerical Integration

3.1 Integration

Numerous applications call for the computation of the integral of some func-
tion f : R — R over an interval [a, b],

b
1(f) = / f(z) da.

In some cases, I(f) can be computed by applying the Fundamental Theorem
of Calculus and computing

where F(x) is an antiderivative of f. Unfortunately, this is not practical if
an antiderivative of f is not available. In such cases, numerical techniques
must be employed instead.

3.2 Well-Posedness

The integral I(f) is defined using sequences of Riemann sums
n
R, = Z fE) (@it — i), @ <& < wiga,
i=1

where a = 1 < 292 < -+ < x, = b. If any such sequence {R, }7° ; converges
to the same finite value R as n — oo, then f is said to be Riemann integrable
on [a,b], and I(f) = R. A function is Riemann integrable if and only if it is

53
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bounded and continuous except on a set of measure zero. For such functions,
the problem of computing I(f) has a unique solution, by the definition of
I(f).
To determine the sensitivity of I(f), we define the co-norm of a function
f(z) by
[flloc = max |f(z)|
z€la,b]

and let f be a perturbation of f that is also Riemann integrable. Then the
condition number of the problem of computing I(f) can be approximated
by

L) = IOIIDL = DI

1 = Flloo/ I fllos 1 = Flloo/ I fllos
< L=/
T = Flloo/ I flloo
o b=a)lf = flloc/II(F)
N ||fﬂf1|”||roo/r|f||oo
< (b—a)m,

from which it follows that the problem is fairly well-conditioned in most
cases, since, if I(f) is small, we should then use the absolute condition num-
ber, which is bounded by (b — a). Similarly, perturbations of the endpoints
a and b do not lead to large perturbations in I(f), in most cases.

3.2.1 Newton-Cotes Quadrature

Clearly, if f is a Riemann integrable function and { R, } 72, is any sequence of
Riemann sums that converges to I(f), then any particular Riemann sum R,
can be viewed as an approximation of I(f). However, such an approximation
is usually not practical since a large value of n may be necessary to achieve
sufficient accuracy.

Instead, we use a quadrature rule to approximate I(f). A quadrature
rule is a sum of the form

Qn(f) =D flaiwi,
i=1

where the points x;, 7 = 1,...,n, are called the nodes of the quadrature rule,
and the numbers w;, = 1,...,n, are the weights. We say that a quadrature
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rule is open if the nodes do not include the endpoints a and b, and closed if
they do.

The objective in designing quadrature rules is to achieve sufficient accu-
racy in approximating I(f), for any Riemann integrable function f, while
using as few nodes as possible in order to maximize efficiency. In order to
determine suitable nodes and weights, we consider the following questions:

e For what functions f is I(f) easy to compute?

e Given a general Riemann integrable function f, can I(f) be approxi-
mated by the integral of a function g for which I(g) is easy to compute?

One class of functions for which integrals are easily evaluated is the class of
polynomial functions. If we choose n nodes x1,...,x,, then any polynomial
pn—1(z) of degree n — 1 can be written in the form

Pn—1(x) = an—l(ﬂﬁi)ﬁn—l,i(fv),
i—1

where £,,_1 ;(x) is the ith Lagrange polynomial for the points x1,...,z,. It
follows that

I(pn-1) = /abpn_l(a:) da
= /abg;pn—l(xi)ﬁn_u(x) dx
= épn—l(wi) </ab Ln—1(z) d:c)

n
= anfl(fﬂi)wi
i=1

= Qn(pn—l)
where
b
Wy :/ £n_1,i(x) dZL', 1= 1,...,n,
a
are the weights of a quadrature rule with nodes x1, ..., x,.

Therefore, any n-point quadrature rule computes I(f) ezactly when f
is a polynomial of degree less than n. For a more general function f, we
can use this quadrature rule to approximate I(f) by I(pn—1), where p,_1
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is the polynomial that interpolates f at the points z1,...,z,. Quadrature
rules that use the weights defined above for given nodes z1, ..., z, are called
interpolatory quadrature rules. We say that an interpolatory quadrature rule
has degree of accuracy n if it integrates polynomials of degree n exactly, but
is not exact for polynomials of degree n + 1.

If the weights w;, ¢ = 1,...,n, are nonnegative, then the quadrature
rule is stable, as its absolute condition number can be bounded by (b — a),
which is the same absolute condition number as the underlying integration
problem. However, if any of the weights are negative, then the condition
number can be arbitrarily large.

The family of Newton-Cotes quadrature rules consists of interpolatory
quadrature rules in which the nodes are equally spaced points within the
interval [a,b]. The most commonly used Newton-Cotes rules are

e The Midpoint Rule, which is an open rule with one node, is defined by

/abf(:p)dx%(b—a)f (“;b>.

It is of degree one, and it is based on the principle that the area under
f(z) can be approximated by the area of a rectangle with width b — a
and height f(m), where m = (a + b)/2 is the midpoint of the interval
[a, b].

e The Trapezoidal Rule, which is a closed rule with two nodes, is defined
by

b b—a
[ t@de~ " @ + )

It is of degree one, and it is based on the principle that the area under
f(x) from © = a to x = b can be approximated by the area of a
trapezoid with heights f(a) and f(b) and width b — a.

e Simpson’s Rule, which is a closed rule with three nodes, is defined by

[ e =t 1w +ar () + 1)

It is of degree three, and it is derived by computing the integral of the
quadratic polynomial that interpolates f(x) at the points a, (a+b)/2,
and b.
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Example Let f(r) = 2%, a = 0 and b = 1. We have

/abf(x)dx:/olx?’dx::if

Approximating this integral with the Midpoint Rule yields

! 0+1)° 1
Sdr ~ (1— — ] =-.
/Ox r~(1-0) 5 5

Using the Trapezoidal Rule, we obtain

1

1
o 4

! 1-0 1
3 3,13

dr ~ +1°=-.

/Ow x 5 0 ] 5

Finally, Simpson’s Rule yields

1 3
1— 1
/ x?’d:ﬂzio [03+4(0+> +13
0 6 2

That is, the approximation of the integral by Simpson’s Rule is actually
exact, which is expected because Simpson’s Rule is of degree three. On
the other hand, if we approximate the integral of f(x) = z* from 0 to 1,
Simpson’s Rule yields 5/24, while the exact value is 1/5. Still, this is a
better approximation than those obtained using the Midpoint Rule (1/16)
or the Trapezoidal Rule (1/2). O

_ 1 0+41+1 _1
6 8 4

In general, the degree of accuracy of Newton-Cotes rules can easily be
determined by expanding the integrand f(x) in a Taylor series. This tech-
nique can be used to show that n-point Newton-Cotes rules with an odd
number of nodes have degree n, which is surprising since, in general, in-
terpolatory n-point quadrature rules have degree n — 1. This extra degree
of accuracy is due to the cancellation of the high-order error terms in the
Taylor expansion used to determine the error. Such cancellation does not
occur with Newton-Cotes rules that have an even number of nodes.

3.3 Error Estimates

The error in any interpolatory quadrature rule defined on an interval [a, b],
such as a Newton-Cotes rule or a Clenshaw-Curtis rule can be obtained by
computing the integral from a to b of the error in the polynomial interpolant
on which the rule is based.
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For the Trapezoidal Rule, which is obtained by integrating a linear poly-
nomial that interpolates the integrand f(z) at x = a and = = b, this ap-
proach to error analysis yields

b b pn
b—a &z
[ 1w =0 @+son = [ G a@ - pas,
where &(x) lies in [a, b] for a < x < b. The function (z — a)(z — b) does not
change sign on [a,b], which allows us to apply the Weighted Mean Value
Theorem for Integrals and obtain a more useful expression for the error,

b " b "
[ 1@ o= @01 = 2 [ ae = -L 2 0-ap
a a
where a < 1 < b. Because the error depends on the second derivative, it
follows that the Trapezoidal Rule is exact for any linear function.

A similar approach can be used to obtain expressions for the error in the
Midpoint Rule and Simpson’s Rule, although the process is somewhat more
complicated due to the fact that the functions (x—m), for the Midpoint Rule,
and (z —a)(x —m)(x —b), for Simpson’s Rule, where in both cases m = (a+
b)/2, change sign on [a, b], thus making the Weighted Mean Value Theorem
for Integrals impossible to apply in the same straightforward manner as it
was for the Trapezoidal Rule.

We instead use the following approach, illustrated for the Midpoint Rule.
We assume that f is twice continuously differentiable on [a,b]. First, we
make a change of variable

b b—
a++ a

= —t, te|—1,1
x 9 ) ) E[ 7]7

to map the interval [—1,1] to [a,b], and then define F(t) = f(x(t)). The
error in the Midpoint Rule is then given by

/abf(x)dx—(b—a)f (“;b> -3 [/1 Fr)dr=2r O

-1

We now define

t
G(t) = / F(7)dr — 2tF(0).
—t
It is easily seen that the error in the Midpoint Rule is 1(b—a)G(1). We then
define
H(t) = G(t) — 3G(1).
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Because H(0) = H(1) = 0, it follows from Rolle’s Theorem that there exists
a point & € (0,1) such that H'(&) = 0. However, from

H'(0) = G'(0) = [F(t) + F(=t)]|,= — 2F'(0) = 2F(0) — 2F'(0) =0,

it follows from Rolle’s Theorem that there exists a point £ € (0,1) such
that H" (&) = 0.

From
H"(t)=G"(t) — 6tG(1) = F'(t) — F'(—t) — 6tG(1),
and the Mean Value Theorem, we obtain, for some & € (—1,1),
0=H"(&) = 26F"(&3) — 66G(1),

or

2
! 3 (757 rete,

Multiplying by (b — a)/2 yields the error in the Midpoint Rule.
The result of the analysis is that for the Midpoint Rule,

[ 1w 0-wr (“5) = L0,

6 - 3 - 5 (15"

2 24

and for Simpson’s Rule,

/abf(w)dx_ bga [f(a)+4f (a;b> +f(b)} N _f(;)(gn) (b;a>5’

where, in both cases, 7 is some point in [a, b].

It follows that the Midpoint Rule is exact for any linear function, just
like the Trapezoidal Rule, even though it uses one less interpolation point,
because of the cancellation that results from choosing the midpoint of [a, b]
as the interpolation point. Similar cancellation causes Simpson’s Rule to be
exact for polynomials of degree three or less, even though it is obtained by
integrating a quadratic interpolant over [a, b].

3.4 The Runge Phenomenon Revisited

Unfortunately, Newton-Cotes rules are not practical when the number of
nodes is large, due to the inaccuracy of high-degree polynomial interpolation
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using equally spaced points. Furthermore, for n > 11, n-point Newton-
Cotes rules have at least one negative weight, and therefore such rules can
be ill-conditioned. This can be seen by revisiting Runge’s Example, and

attempting to approximate
5
1
/ ——dx
-5 1 + .172

using a Newton-Cotes rule. As n increases, the approximate integral does
not converge to the exact result; in fact, it increases without bound.

3.5 Composite Formulae

When using a quadrature rule to approximate I(f) on some interval [a, b],
the error is proportional to A", where h = b — a and r is some positive
integer. Therefore, if the interval [a, b] is large, it is advisable to divide [a, b]
into smaller intervals, use a quadrature rule to compute the integral of f on
each subinterval, and add the results to approximate I(f). Such a scheme
is called a composite quadrature rule.

It can be shown that the approximate integral obtained using a com-
posite rule that divides [a,b] into n subintervals will converge to I(f) as
n — oo, provided that the maximum width of the n subintervals approaches
zero, and the quadrature rule used on each subinterval has a degree of at
least zero. It should be noted that using closed quadrature rules on each
subinterval improves efficiency, because the nodes on the endpoints of each
subinterval, except for a and b, are shared by two quadrature rules. As a
result, fewer function evaluations are necessary, compared to a composite
rule that uses open rules with the same number of nodes.

We will now state some of the most well-known composite quadrature
rules. In the following discussion, we assume that the interval [a, b] is divided
into n subintervals of equal width h = (b— a)/n, and that these subintervals
have endpoints [z;_1, x;|, where x; = a+1h, for i = 0,1,2,...,n. Given such
a partition of [a, b], we can compute I(f) using the Composite Midpoint Rule

b
/ (@) do ~ 2h[F(21) + F(@s) + -+ f@n1)], nis even,

the Composite Trapezoidal Rule

b
[ @ o G1# ) + 20(n) + 2@ + -+ 2 ams) + S,
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or the Composite Stimpson’s Rule

b
/f(x)d g[f(900)+4f($1)+2f($2)+4f(l‘3)+ A2f (wp—2)+4f(zn—1)+f(z0)],

for which n is required to be even, as in the Composite Midpoint Rule.

To obtain the error in each of these composite rules, we can sum the
errors in the corresponding basic rules over the n subintervals. For the
Composite Trapezoidal Rule, this yields

b n—1
Etrap = / f(l’) dr — g [f(fﬂ(]) + 22 f(xl) + f(xn)
a =1
~ f"(m)

= - 15 (i —zi1)°

where, for i = 1,...,n, n; belongs to [z;—1,2;], and a < n < b. The re-
placement of Z?:l " (n:;) by nf"(n) is justified by the Intermediate Value
Theorem, provided that f”(x) is continuous on [a, b]. We see that the Com-
posite Trapezoidal Rule is second-order accurate. Furthermore, its degree of
accuracy, which is the highest degree of polynomial that is guaranteed to be
integrated exactly, is the same as for the basic Trapezoidal Rule, which is
one.
Similarly, for the Composite Midpoint Rule, we have

n/2 n/2 L., ”
,md—/ f(a x—thfm 1 Zf2(4 )<2h)3:fém<b—a>h2-
=1

Although it appears that the Composite Midpoint Rule is less accurate than
the Composite Trapezoidal Rule, it should be noted that it uses about half
as many function evaluations. In other words, the Basic Midpoint Rule
is applied n/2 times, each on a subinterval of width 2h. Rewriting the
Composite Midpoint Rule in such a way that it uses n function evaluations,
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each on a subinterval of width h, we obtain
f"(n) 2
/ I da:—hzf@ . ) o~ ayn?,

which reveals that the Composite Midpoint Rule is generally more accurate.
Finally, for the Composite Simpson’s Rule, we have

n/2

4)
szmp Z f 771 = —f18§)77)(b - a)h4,

because the Basic Simpson Rule is applied n/2 times, each on a subinterval
of width 2h. We conclude that the Simpson’s Rule is fourth-order accurate.

Example We wish to approximate

1
/ e’ dx
0

using composite quadrature, to 3 decimal places. That is, the error must

be less than 1073. This requires choosing the number of subintervals, n,

sufficiently large so that an upper bound on the error is less than 1073.
For the Composite Trapezoidal Rule, the error is

f"(n) "

12 12n2’
since f(z) = e*, a = 0 and b = 1, which yields h = (b — a)/n = 1/n. Since
0 < n <1, and €7 is increasing, the factor e is bounded above by e! = e.
It follows that |Epqp| < 1073 if

(b—a)h? = —

Etrap = -

1000e 2 < 15.0507,

—— <107®
1202 © 7D

Therefore, the error will be sufficiently small provided that we choose n > 16.
On the other hand, if we use the Composite Simpson’s Rule, the error is

el
180n4

Esz'm - - - A=
» 180 (b—a)h

for some 7 in [0, 1], which is less than 1073 in absolute value if

1000e\ /4
n>< e> ~ 1.9713,

180
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so n = 2 is sufficient. That is, we can approximate the integral to 3 decimal
places by setting h = (b —a)/n = (1 —0)/2 = 1/2 and computing

! h 1/2
/ e’ dr ~ g[ezo +4e™ 4 ™) = é[eo +4e'/? + e'] ~ 1.71886,
0

whereas the exact value is approximately 1.71828. O

3.6 Richardson Extrapolation

We have seen that the accuracy of methods for computing integrals or deriva-
tives of a function f(x) depends on the spacing between points at which f
is evaluated, and that the approximation tends to the exact value as this
spacing tends to 0.

Suppose that a uniform spacing h is used. We denote by F(h) the
approximation computed using the spacing h, from which it follows that
the exact value is given by F(0). Let p be the order of accuracy in our
approximation; that is,

F(h) =ag+arh’ + O(h"), r>p,

where ag is the exact value F'(0). Then, if we choose a value for h and
compute F'(h) and F(h/q) for some positive integer ¢, then we can neglect
the O(h") terms and solve a system of two equations for the unknowns ag
and a1, thus obtaining an approximation that is rth order accurate. If we
can describe the error in this approximation in the same way that we can
describe the error in our original approximation F'(h), we can repeat this
process to obtain an approximation that is even more accurate.

This process of extrapolating from F'(h) and F'(h/q) to approximate
F(0) with a higher order of accuracy is called Richardson extrapolation. In
a sense, Richardson extrapolation is similar in spirit to Aitken’s A? method,
as both methods use assumptions about the convergence of a sequence of
approximations to “solve” for the exact solution, resulting in a more accurate
method of computing approximations.

Example Consider the function
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Our goal is to compute f'(0.25) as accurately as possible. Using a centered
difference approximation,

with x = 0.25 and h = 0.01, we obtain the approximation

£(0.26) — f(0.24)
0.02

£'(0.25) ~ = —9.06975297890147,
which has absolute error 3.0 x 1073, and if we use h = 0.005, we obtain the
approximation

£(0.255) — £(0.245)

"0.25) ~
11(0.25) 0.01

= —9.06746429492149,

which has absolute error 7.7 x 1074, As expected, the error decreases by a
factor of approximately 4 when we halve the step size h, because the error
in the centered difference formula is of O(h?).

We can obtain a more accurate approximation by applying Richardson
Eztrapolation to these approximations. We define the function Nj(h) to be
the centered difference approximation to f’(0.25) obtained using the step
size h. Then, with h = 0.01, we have

Ny(h) = —9.06975297890147, Ny (h/2) = —9.06746429492149,

and the exact value is given by N;(0) = —9.06669877124279. Because the
error in the centered difference approximation satisfies

Ni(h) = N1(0) + K1h? 4+ Koh? + K3h® 4+ O(h®),

where the constants K, K9 and K3 depend on the derivatives of f(x) at
x = 0.25, it follows that the new approximation
h/2) — Ni(h)

N
Ny(h) = Ny(h/2) + i o = —9.06670140026149,

has fourth-order accuracy. Specifically, if we denote the exact value by
N3 (0), we have

No(h) = Na(0) + Koht + K3hS + O(h®),

where the constants K» and K3 are independent of h.
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Now, suppose that we compute

Ni(h/4) = flw+n/ ?( h_/it )(x —h/) _ S (0'25253 (;og (02475) _ —9.06689027527046,

which has an absolute error of 1.9 x 107%, we can use extrapolation again
to obtain a second fourth-order accurate approximation,
h/4) = Ni(h/2)

N
Ny(h/2) = Ny(h/4) + i ; = —9.06669893538678,

which has absolute error of 1.7 x 1077. It follows from the form of the error
in Na(h) that we can use extrapolation on Na(h) and Na(h/2) to obtain a
sixth-order accurate approximation,

Na(h/2) — Na(h)

N3(h) = Ny(h/2) + T = —9.06669877106180,

which has an absolute error of 1.8 x 1071V, O

3.7 The Euler-Maclaurin Expansion

In the previous example, it was stated, without proof, that the error in
the centered difference approximation could be expressed as a sum of terms
involving even powers of the spacing h. We would like to use Richardson
Extrapolation to enhance the accuracy of approximate integrals computed
using the Composite Trapezoidal Rule, but first we must determine the
form of the error in these approximations. We have established that the
Composite Trapezoidal Rule is second-order accurate, but if Richardson
Extrapolation is used once to eliminate the O(h?) portion of the error, we
do not know the order of what remains.

Suppose that g(t) is differentiable on (—1, 1). From integration by parts,
we have

1 1 1
/ g(t)dt = tg(t)l_l—/ tg'(t) dt = [g(—1) + g(1)] —/ tg'(t) dt.

-1 -1 -1

The first term on the right side of the equals sign is the basic Trapezoidal
Rule approximation of the integral on the left side of the equals sign. The
second term on the right side is the error in this approximation. If g is
2k-times differentiabe on (—1,1), and we repeatedly apply integration by
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parts, 2k — 1 times, we obtain

1

l/g@ﬁ—bFU+mm = [ed )~ a®g"(t) + -+ axtg® V)| -

-1 -1
1
| ans®0)at
~1
where the sequence of polynomials g (), ..., gor(t) satisfy

at)=-t, ¢(t)=¢@), r=12,...,2k-1

If we choose the constants of integration correctly, then, because ¢ (t) is an
odd function, we can ensure that ¢,.(¢) is an odd function if r is odd, and
an even function if r is even. Furthermore, we can ensure that ¢.(—1) =
¢r(1) = 0 if r is odd. This yields

1 1
/ () di—[g( qu gD (1) gD (1))~ / 420(£)g (8) dt.

-1 -1

Using this expression for the error in the context of the Composite Trape-
zoidal Rule, applied to the integral of a 2k-times differentiable function f(x)
on a general interval [a, b], yields the Fuler-Maclaurin Ezpansion

b n—1
h
[ t@ae = 5 |r@) 23 s+ 1)
@ i=1
k 2k n
Zcrh%[f(%fl)(b) f(QT 1) ( ) Z/ qok(t (z)dz,
r=1 Zi
where, for each i =1,2,...,n,t = -1+ %(az — x;—1), and the constants
q2r(1) B2r
= — 2T 1.2k
o= o @y "

are closely related to the Bernoulli numbers B,..

It can be seen from this expansion that the error Ey,q,(h) in the Compos-
ite Trapezoidal Rule, like the error in the centered difference approximation
of the derivative, has the form

Etrap(h) = K1h2 +K2h4+K3h6—|— +O(h2k)’

where the constants K; are independent of h, provided that the integrand
is at least 2k times continuously differentiable. This knowledge of the error
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provides guidance on how Richardson Extrapolation can be repeatedly ap-
plied to approximations obtained using the Composite Trapezoidal Rule at
different spacings in order to obtain higher-order accurate approximations.

It can also be seen from the Euler-Maclaurin Expansion that the Com-
posite Trapezoidal Rule is particularly accurate when the integrand is a
periodic function, of period b — a, as this causes the terms involving the
derivatives of the integrand at a and b to vanish. Specifically, if f(z) is
periodic with period b — a, and is at least 2k times continuously differen-
tiable, then the error in the Composite Trapezoidal Rule approximation to
f; f(z) dz, with spacing h, is O(h?*), rather than O(h?). It follows that if
f(x) is infinitely differentiable, such as a finite linear combination of sines
or cosines, then the Composite Trapezoidal Rule has an exponential order of
accuracy, meaning that as h — 0, the error converges to zero more rapidly
than any power of h.

3.8 Romberg Integration

Richardson extrapolation is not only used to compute more accurate ap-
proximations of derivatives, but is also used as the foundation of a numerical
integration scheme called Romberg integration. In this scheme, the integral

b
1(f) = / f(z) dx

is approximated using the Composite Trapezoidal Rule with step sizes hy =
(b—a)27%, where k is a nonnegative integer. Then, for each k, Richardson
extrapolation is used k£ — 1 times to previously computed approximations in
order to improve the order of accuracy as much as possible.

More precisely, suppose that we compute approximations 771 and 7151
to the integral, using the Composite Trapezoidal Rule with one and two
subintervals, respectively. That is,

b—a
Ty = 5 [f(a) + f(0)]
a

r = 50 w2 (450) + ).

Suppose that f has continuous derivatives of all orders on [a,b]. Then, the
Composite Trapezoidal Rule, for a general number of subintervals n, satisfies

b n—1 oo
/ fla)de = g Fla)+2)° fla) + fO) | + > K™,
a j=1 i=1
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where h = (b—a)/n, x; = a + jh, and the constants {K;}°; depend only
on the derivatives of f. It follows that we can use Richardson Extrapolation
to compute an approximation with a higher order of accuracy. If we denote
the exact value of the integral by I(f) then we have

T, = I(f)+ Kih%+ O(hY)

)

Ty = I(f)+ Ki(h/2)* + O(h*)

)

Neglecting the O(h*) terms, we have a system of equations that we can solve
for K7 and I(f). The value of I(f), which we denote by T4, is an improved
approximation given by

It follows from the representation of the error in the Composite Trapezoidal
Rule that I(f) = Tho + O(h%).

Suppose that we compute another approximation 73; using the Com-
posite Trapezoidal Rule with 4 subintervals. Then, as before, we can use
Richardson Extrapolation with 751 and 731 to obtain a new approximation
T3 that is fourth-order accurate. Now, however, we have two approxima-
tions, T2 and T3 2, that satisfy

T272 = I(f)+f~(2h4+0(h6)
Tsp = I(f)+ Ka(h/2)" + O(h®)

)

for some constant K. It follows that we can apply Richardson Extrapolation
to these approximations to obtain a new approximation 733 that is sizth-
order accurate. We can continue this process to obtain as high an order of
accuracy as we wish. We now describe the entire algorithm.

Algorithm (Romberg Integration) Given a positive integer J, an interval
[a,b] and a function f(x), the following algorithm computes an approxima-

tion to I(f) = f; f(x) dx that is accurate to order 2.J.

h=b—-a
for j=1,2,...,J do
Tja = % [f(a) +2 Z?:llfl fla+1ih)+ f(b)| (Composite Trapezoidal Rule)
for k=2,3,...,j do
Tip=Tjp-1+ W (Richardson Extrapolation)
end
h=nh/2
end
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It should be noted that in a practical implementation, 7} ; can be computed
more efficiently by using 73_11, because Tj_11 already includes more than
half of the function values used to compute T}, and they are weighted
correctly relative to one another. It follows that for j > 1, if we split the
summation in the algorithm into two summations containing odd- and even-
numbered terms, respectively, we obtain

i 212 9i-2_1
Ty = o [f@+2 3 flat@i- 1 +2 Y fla+2iR)+ 50
=1 i=1
b [ 2i-2_1 N
= 5 |fla)+2 ; fla+2ih) + f(b) | +5 2;]“(@—1—(21'—1)]1)
L 22
= 5Tia+h)y flat(2i—1h).
=1

Example We will use Romberg integration to obtain a sixth-order accurate

approximation to
1
.2
/ e " dx,
0

an integral that cannot be computed using the Fundamental Theorem of
Calculus. We begin by using the Trapezoidal Rule, or, equivalently, the
Composite Trapezoidal Rule

n—1
b—a

b
[ t@den g | @)+ Y fa) 10| b= w—ain
a ]:1

with n = 1 subintervals. Since h = (b —a)/n = (1 —0)/1 = 1, we have
1
Ry = i[f(()) + f(1)] = 0.68393972058572,

which has an absolute error of 6.3 x 1072,

If we bisect the interval [0, 1] into two subintervals of equal width, and
approximate the area under e using two trapezoids, then we are applying
the Composite Trapezoidal Rule with n = 2 and h = (1—0)/2 = 1/2, which

yields
0.5
Ry = > [f(0) +2£(0.5) + f(1)] = 0.73137025182856,
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which has an absolute error of 1.5 x 1072. As expected, the error is reduced
by a factor of 4 when the step size is halved, since the error in the Composite
Trapezoidal Rule is of O(h?).

Now, we can use Richardson Extrapolation to obtain a more accurate
approximation,

Roq1— R

Roo= Ry + 3

= (.74718042890951,
which has an absolute error of 3.6 x 10~%. Because the error in the Composite
Trapezoidal Rule satisfies

b n—1
/f(x)dx:;l F(@)+ 3" Flag) + FB)| + Kah? + Koht + Kgh® + O(hS),
a J=1

where the constants K;, Ko and K3 depend on the derivatives of f(x) on
[a,b] and are independent of h, we can conclude that Rs; has fourth-order
accuracy.

We can obtain a second approximation of fourth-order accuracy by using
the Composite Trapezoidal Rule with n = 4 to obtain a third approximation
of second-order accuracy. We set h = (1 —0)/4 = 1/4, and then compute

Rs1 = == [£(0) +2[£(0.25) + f(0.5) + £(0.75)] + f(1)] = 0.74298409780038,

which has an absolute error of 3.8 x 1072, Now, we can apply Richardson
Extrapolation to Ry 1 and R3 1 to obtain

R31 — Ra;
R3o = R31 + ——F—

= 0.74685537979099,
which has an absolute error of 3.1 x 107°. This significant decrease in error
from Rps is to be expected, since both Ryo and R32 have fourth-order
accuracy, and R32 is computed using half the step size of Rg s.

It follows from the error term in the Composite Trapezoidal Rule, and
the formula for Richardson Extrapolation, that

1 _ 1 5 h 4
Ru:/ e dut Ko +O(19), Rm:/ e dot Ky <2> O
0 0

Therefore, we can use Richardson Extrapolation with these two approxima-
tions to obtain a new approximation

R32— Ra9

R33=R
3,3 Y

= (.74683370984975,
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which has an absolute error of 9.6 x 1075. Because R3 3 is a linear combina-
tion of R32 and Ry 2 in which the terms of order h* cancel, we can conclude
that Rj3 3 is of sixth-order accuracy. O
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Chapter 4

Polynomial Approximation
in the co-norm

4.1 Normed Linear Spaces

Previously we have considered the problem of polynomial interpolation, in
which a function f(z) is approximated by a polynomial p,(x) that agrees
with f(z) at n + 1 distinct points, based on the assumption that p,(z) will
be, in some sense, a good approximation of f(z) at other points. As we
have seen, however, this assumption is not always valid, and in fact, such
an approximation can be quite poor, as demonstrated by Runge’s example.

Therefore, we consider an alternative approach to approximation of a
function f(x) on an interval [a, b] by a polynomial, in which the polynomial
is not required to agree with f at any specific points, but rather approximate
f well in an “overall” sense, by not deviating much from f at any point
in [a,b]. This requires that we define an appropriate notion of “distance”
between functions that is, intuitively, consistent with our understanding of
distance between numbers or points in space.

To that end, let V be a vector space over the field of real numbers R. A
norm on V is a function || - || : V — R that has the following properties:

1. |f]l > 0 for all f €V, and ||f|| = 0 if and only if f is the zero vector
of V.

2. |lefll = |||l f]| for any vector f € V and any scalar ¢ € R.
3. f +gll < IIfIl + llgll for all f,g € V.

73
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The last property is known as the triangle inequality. A vector space V,
together with a norm || - ||, is called a normed vector space or normed linear
space.

Example The space C|[a, b] of functions that are continuous on the interval
[a, b] is a normed vector space with the norm

[flloo = max | f(z)],

a<z<b
known as the co-norm or maximum norm. O

Example The space Cla, b] can be equipped with a different norm, such as

I1£ll2 = ( / @) Pul) dx) -

where the weight function w(x) is positive and integrable on (a,b). It is
allowed to be singular at the endpoints, as will be seen in certain examples.
This norm is called the 2-norm or weighted 2-norm. O

The 2-norm and oco-norm are related as follows:
[fll2 < Wlflloc, W =|1]2.

However, unlike the oco-norm and 2-norm defined for the vector space R",
these norms are not equivalent in the sense that a function that has a small
2-norm necessarily has a small co-norm. In fact, given any € > 0, no matter
how small, and any M > 0, no matter how large, there exists a function
f € Cl|a,b] such that

1fll2 <€ flloc > M.

4.2 Best Approximation in the co-norm

We now consider the problem of approximating a function f € Cfa,b] by
a polynomial p such that ||f — p||oo is small. Such an approximation does
exist; in fact, for any € > 0, no matter how small, there exists a polynomial
p such that

Hf _pHoo <e

This classical result can be proved by considering the interval [0, 1] and using
the approximation

pu(@) = 3 pur(@)f(k/n), = € [0,1],
k=0
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where the polynomials

Pur(z) = ( . ) 2F(1 — )"k

are known as the Bernstein polynomials. It can be shown that for any
given error tolerance e, there exists a degree n, dependent on ¢, such that
If = Pnllec < e

We now fix the degree n and consider the problem of approximating
f € Cla,b] by a polynomial p,, € P, where P, is the space of polynomials
on [a,b] of degree at most n, such that ||f — pp||co is minimized. In fact, it
can be shown that ||f — pnl/co, as a function of the n + 1 coefficients of py,,
does have a minimum on R"*! that can be attained, as it is a continuous
function of the coefficients, and there exists a compact, nonempty subset of
R™! such that || f —pn|| < || flleo+1 for any polynomial p,, whose coefficients
lie in this subset. Therefore, this subset must contain a minimum.

A polynomial p,, € P, that minimizes || f —py||oc, the maximum absolute
value of f(x) — pp(x) on [a,b], is called the minimaz polynomial. Tt is, in
the oo-norm sense, the best approximation of f on [a,b] by a polynomial of
degree n. This polynomial, as we will see later, is in fact unique.

Example Let f € Cla,b]. Then f has a minimum at a point £ € [a, b], and
a maximum at 1 € [a,b]. Then the minimax polynomial of f of degree 0 is

the constant function )

pol) = 31£(6) + £l

We note that the error |f(z) — po(x)| is maximized at two points, at
x=¢ and x = 7. We also note that at x = ¢,

£(&) — pol) = £(6) = 517(©) + F0)] = 51(€) — fm)] <0,

while at x = n,

1

£(x) — po(a) = () ~ 1F(©) + F)] = 3 1F(m) — F(O)] > 0.

Not only are the errors at these points of opposite sign; they are also equal
in magnitude to the error on the entire interval, || f — po||co-

A similar result holds for higher-degree approximations. The Oscillation
Theorem states that if p, € P, is the minimax polynomial of degree n for
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f € Cla,b], then there exist n+ 2 points a < xg < 1 < -+ < Tp41 < b such
that

and
f(@i) = pu(xi) = =(f(zit1) — po(ziv1)), i=0,1,...,n.

These points are called the critical points of f on [a, b).

This result can be used to prove the uniqueness of the minimax poly-
nomial. It can also be used to compute it. It follows from the Oscillation
Theorem that if f € Cla,b] is continuously differentiable on (a,b), and
if f' is monotonic on (a,b), then the minimax polynomial of degree one,
p1(x) = ¢g + c1z, can be obtained by first noting that because f’ does not
change sign on [a, b], f — p1 must assume its maximum and minimum values
at x = a, x = b, and x = d, where d € (a,b).

Because p; is a minimax polynomial, it follows that

f(a) = (co+ cra) = A,

f(d) = (co + erd) = =4,

£(b) = (co + 1) = A.

It follows from the first and third equations that

0@
b—a

That is, the graph of p;(z) is parallel to the secant line passing through
(a, f(a)) and (b, f(b)).

From the first and second equations, we obtain

co = L(f(a) + 1(d) - er(a+ ),

2
where d is the point at which the slope of the tangent line is equal to c;, the
existence of which is guaranteed by the Mean Value Theorem. This point
is also unique, because f’ is assumed to be monotonic. We conclude that
p1 is the linear function whose graph is a line that is parallel to the secant
line and the tangent line at d, both of which have slope c1, and is halfway
between these lines.
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4.3 Chebyshev Polynomials

Previously we have learned how to compute minimax polynomials for certain
special cases, but in general this is quite difficult. One minimax problem
that can be solved is the problem of computing the minimax polynomial of
a function f(x) that is itself a polynomial, where the approximation must
have lower degree. Another related problem is that of finding a polynomial
approximation that is at least “near” the minimax polynomial in some sense,
when it is not practical to compute the minimax polynomial itself.

A class of polynomials that is helpful for these problems is the sequence
of Chebyshev polynomials, defined by

Ty(x) = cos(kcos 'z), —1<z<l1.
From this definition, we obtain
To(x) =1, Ti(z)=uz.
Additional polynomials can be obtained using the trigonometric identities

cos((k 4+ 1)0) = cos k6 cos @ — sin k6 sin 0,
cos((k —1)0) = cos k6 cos § + sin k@ sin 6.
Adding these identities, and setting 6 = cos™! z, yields
Ti1(z) + T—1(z) = 22T (2),
from which we obtain a three-term recurrence relation
Tv1(w) = 22T (2) — T—1 ().

It can easily be seen from this relation, and the first two Chebyshev poly-
nomials, that T (z) is in fact a polynomial for all integers k > 0.
The Chebyshev polynomials have the following properties of interest:

1. The leading coefficient of T () is 271
2. Ty(x) is an even function of k is even, and an odd function if k is odd.
3. The zeros of Ty(z), for kK > 1, are

(2 — 1)

MR =12, k.
2]{; 9 ] )

€j = COS
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4. The extrema of Ti(z) on [—1,1] are

Ij = cos 17=0,1,... k,

J7
k 9

and the corresponding extremal values are +1.
5. |Tk(z)| <1 on [—1,1] for all £ > 0.

Now, consider the problem of finding the minimax polynomial of degree
n for f(z) = 2™ on [—1,1]. If we define

pn(z) = gt 27 nt1(z),

then, because the leading coefficient of T}, 11(x) is 2", p,(x) is a polynomial
of degere n. Furthermore, because

2" —pu(z) = 27" T (2),

it follows that z"*! — p,(x) attains its maxima and minima at the n + 2
points that are the extrema of T),4+1(z) on [—1,1], and the corresponding
extreme values alternate in sign. Therefore, by the Oscillation Theorem,
pn(z) is the nth-degree minimax polynomial for f(x) on [—1,1].

A consequence of this result is that if we denote by P} the set of all
monic polynomials of degree n (that is, all polynomials of degree n with
leading coefficient 1), then

min (Jrlloe = min 2" =gl = " (@ =2 T (0) | = 127" Tsa (@)
T n+1 n

That is, 27T, +1(z) is the monic polynomial of degree n + 1 with smallest
oo-norm on [—1,1].

4.4 Interpolation

Let f(x) be a function that is (n + 1) times continuously differentiable on
[a,b]. If we approximate f(z) by a nth-degree polynomial p,(z) that in-
terpolates f(x) at the n + 1 roots of the Chebyshev polynomial T},;1(x),
mapped from [—1, 1] to [a, b],

(25 +D)m

1 1
C— (b — -
§=glb—ajeos = ———+3
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then the error in this approximation is

(n+1) _ g\
@)= pato) =2 (150) T 2T et

where
Hz) = 2r—a—1»
" b—a
is the linear map from [a, b] to [—1, 1]. This is because

Mo~ (450

7=0

ww - =("57) 2 T,

where 7; is the jth root of T;,41(t). We conclude that

(b—a)"t! (n41)
|f(@) = pn(z)] < mg&aiﬁ] |F -

Because the interpolation error exhibits (n+ 1) sign changes on [a, b], the
Chebyshev interpolant is called a near-minimax polynomial. In other words,
it is an approximating polynomial for which the error, in the co-norm sense,
is not minimized, but is still small. Furthermore, the Chebyshev interpolant
is readily computed, and as such it is often used as a viable alternative to
the minimax polynomial.
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Chapter 5

Polynomial Approximation
in the 2-norm

5.1 Best Approximation in the 2-norm

Suppose that we wish to obtain a function f,(z) that is a linear combination
of given functions {¢;(z)}}_y, and best fits a function f(z) at a discrete set
of data points {(3:@, f(zi))}%, in a least-squares sense. That is, we wish to
find constants {c;}7_g Such that

n

S Unlw) = S =3 [ ejos(ai) — f(a)

is minimized. This can be accomplished by solving a system of n + 1 linear
equations for the {c¢;}, known as the normal equations.

Now, suppose we have a continuous set of data. That is, we have a
function f(x) defined on an interval [a,b], and we wish to approximate it
as closely as possible, in some sense, by a function f,(z) that is a linear
combination of given functions {¢;(x)}7_y. If we choose m equally spaced
points {z;}"; in [a,b], and let m — oo, we obtain the continuous least-
squares problem of finding the function

n

Fal@) = cid5(x)

J=0

81
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that minimizes
2

E(co,cl,...,cn):/ab[fn(x)—f( dx—/ Zq% (2)| da.

To obtain the coefficients {c; }}?:0, we can proceed as in the discrete case.

We compute the partial derivatives of E(cg,c1,...,¢,) with respect to each
¢, and obtain

- [ chbj(x)—f(x) d,

and requiring that each partial derivative be equal to zero yields the normal
equations

S [ [ et e = [Casen k=0

We can then solve this system of equations to obtain the coefficients
{cj}j—o- This system can be solved as long as the functions {¢;(z)}}_, are
linearly independent. That is, the condition

n

Zc]f;ﬁj@) =0, z€[a,b],

§=0

is only true if ¢g = ¢; = -+ = ¢, = 0. In particular, this is the case if, for
j=0,1,...,n, ¢;(x) is a polynomial of degree j. This can be proved using
a simple inductive argument.

Example We approximate f(x) = e* on the interval [0, 5] by a fourth-degree

polynomial

fa(x) = co + 1z + c2? + ez + cqa’.

The normal equations have the form
n
Zaijcj:bi, i:O,l,...,4,

or, in matrix-vector form, Ac = b, where

5 5 5i+i+1
aij:/ :Uzmjdm:/ e Vde = ——, i,7=0,1,...,4,
0 0 Z+]+1
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b; :/05$ie$dx, 1=0,1,...,4.
Integration by parts yields the relation
b; =5'%® —ibi_q, by=¢e®—1.
Solving this system of equations yields the polynomial
fa(x) = 2.3002 — 6.226x + 9.5487x% — 3.862> 4 0.67042”.

As Figure 5.1 shows, this polynomial is barely distinguishable from e* on
[0, 5].

153 T T T T T T T T T
f4%)
T T expix)

100

Figure 5.1: Graphs of f(z) = e® (red dashed curve) and 4th-degree con-
tinuous least-squares polynomial approximation fs(x) on [0,5] (blue solid
curve)

However, it should be noted that the matrix A is closely related to the
n x n Hilbert matriz H,, which has entries

1

[Hylij = i—l—ji'—l’ 1<4,5<n.
This matrix is famous for being highly ill-conditioned, meaning that solu-

tions to systems of linear equations involving this matrix that are computed
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using floating-point arithmetic are highly sensitive to roundoff error. In fact,
the matrix A in this example has a condition number of 1.56 x 107, which
means that a change of size € in the right-hand side vector b, with entries
b;, can cause a change of size 1.56¢ x 107 in the solution c. O

5.2 Inner Product Spaces

As the preceding example shows, it is important to choose the functions
{#j(x)}j_o wisely, so that the resulting system of normal equations is not
unduly sensitive to round-off errors. An even better choice is one for which
this system can be solved analytically, with relatively few computations. An
ideal choice of functions is one for which the task of computing f,,+1(x) can
reuse the computations needed to compute f,(x).

To that end, recall that two m-vectors u = (ui,ug,...,un,) and v =
(v1,v2, ...,y are orthogonal if

m
u-v=— E u;v; = 0,
i=1

where u - v is the dot product, or inner product, of u and v.

By viewing functions defined on an interval [a, b] as infinitely long vec-
tors, we can generalize the inner product, and the concept of orthogonality,
to functions. To that end, we define the inner product of two real-valued
functions f(z) and g(x) defined on the interval [a, b] by

b
(f,9) :/ f(x)g(x) dx.

Then, we say f and g are orthogonal with respect to this inner product if

(fig)=0.

In general, an inner product on a vector space V over R, be it continuous
or discrete, has the following properties:

L {f+g.h) = () + (g, h) for all f,g,h eV
2. (cf,g) =c(f,g) forallce Rand all feV

3. <fvg>:<gvf> for all f?gev

4. (f,f) >0for all f €V, and (f, f) =0 if and only if f = 0.
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This inner product can be used to define the norm of a function, which
generalizes the concept of the magnitude of a vector to functions, and there-
fore provides a measure of the “magnitude” of a function. Recall that the
magnitude of a vector v, denoted by ||v||, can be defined by

VIl = (v-v)!/2.
Along similar lines, we define the 2-norm of a function f(z) defined on |a, b]
by

I1£ll2 = ((f, f)? = </ab[f(:c)]2dz:> 1/2.

As we will see, it can be verified that this function does in fact satisfy the
properties required of a norm. The continuous least-squares problem can
then be described as the problem of finding

ful@) = cid;()
=0
such that
1/2

1= fllo = ( / o) — F@)P dx)

is minimized. This minimization can be performed over Cla, b], the space of
functions that are continuous on [a, b], but it is not necessary for a function
f(z) to be continuous for || f||2 to be defined. Rather, we consider the space
L?(a,b), the space of real-valued functions such that |f(z)|? is integrable
over (a,b).

One very important property that ||-||2 has is that it satisfies the Cauchy-
Schwarz inequality

[(Foal < fll2llgll,  fog €V

This can be proven by noting that for any scalar ¢ € R,

I +2¢(f. 9) + gl3 = llef + glI3 = 0.

The left side is a quadratic polynomial in ¢. In order for this polynomial to
not have any negative values, it must either have complex roots or a double
real root. This is the case if the discrimant satisfies

4(f,9)* — 4l 11319113 < 0,
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from which the Cauchy-Schwarz inequality immediately follows. By setting
¢ = 1 and applying this inequality, we immediately obtain the triangle-
inequality property of norms.

Suppose that we can construct a set of functions {¢;(z)}7_, that is
orthogonal with respect to the inner product of functions on [a,b]. That is,

0 k#J
ap>0 k=37

(00,6 = [ out@)oy(0)ds = {

Then, the normal equations simplify to a trivial system

b b
|:/ [¢k($)]2dz:| Ck:/ qZ)k(l')f(!L')dZE, k':O,l,...,’I’L,
or, in terms of norms and inner products,

IokllBer = (or, )y k=0,1,...,n.

It follows that the coefficients {c; }?:0 of the least-squares approximation
fn(x) are simply

k= <¢’“’J;>, k=0,1,...,n.
[
If the constants {ay}}_, above satisfy o = 1 for & = 0,1,...,n, then we

say that the orthogonal set of functions {¢;(x)}7_ is orthonormal. In that
case, the solution to the continuous least-squares problem is simply given
by

Ck:<¢k,f>, k:(),l,...,n.

Next, we will learn how sets of orthogonal polynomials can be computed.

5.3 Orthogonal Polynomials

Previously, we learned that the problem of finding the polynomial f,(x), of
degree n, that best approximates a function f(x) on an interval [a, b] in the
least squares sense, i.e., that minimizes

1/2

Vo~ fls = ( / e - f(x)}erc> ,

is easy to solve if we represent f,(x) as a linear combination of orthogonal

polynomials,
n

Fal@) = ejpi(@).

J=0
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Each polynomial p;(x) is of degree j, and the set of polynomials py(z), p1(z), . ..

are orthogonal with respect to the inner product

b
(f.9) = / f(x)g(x)dx.
That is,
b
(P> pj) =/ pr(x)p;(x)de =0, k+#j.

Given this sequence of orthogonal polynomials, the coefficients c; in the
linear combination used to compute f,(x) are given by

T )
Now, we focus on the task of finding such a sequence of orthogonal polyno-

mials.
Recall the process known as Gram-Schmidt orthogonalization for obtain-

c;=0,1,...,n.

ing a set of orthogonal vectors p1, p2, ..., pn from a set of linearly indepen-
dent vectors aj, as,...,a,:
P1 = a
P1-a2
p2 = az-—
P1-P1
n—1
P; - an
Prn = ap— Pj.
=0 Pi Pj

By normalizing each vector p;, we obtain a unit vector

1
I,
and a set of orthonormal vectors {q; };7”:1, in that they are orthogonal (qy, -
q; = 0 for k # j), and unit vectors (q; - q; = 1).

We can use a similar process to compute a set of orthogonal polynomials.
For simplicitly, we will require that all polynomials in the set be monic; that
is, their leading (highest-degree) coefficient must be equal 1. We then define
po(x) = 1. Then, because p;(x) is supposed to be of degree 1, it must have
the form p;(x) = & — ay for some constant ;. To ensure that p;(x) is
orthogonal to po(x), we compute their inner product, and obtain

0= <p07p1> == <1,37 - 041>,

, Pn()
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so we must have
(1,)

(1,1)°

For j > 1, we start by setting pj(x) = xp;—_i(z), since p; should be
of degree one greater than that of p;_;, and this satisfies the requirement
that p; be monic. Then, we need to subtract polynomials of lower degree
to ensure that p; is orthogonal to p;, for i < j. To that end, we apply
Gram-Schmidt orthogonalization and obtain

7j—1
p y LPj 1
pj(x) = zpj-( Z i)
—  (pi,pi)

o] =

However, by the definition of the inner product, (p;,xp;j—1) = (xpi,pj—1)-
Furthermore, because xp; is of degree ¢ + 1, and p;_; is orthogonal to all
polynomials of degree less than j, it follows that (p;, zp;—1) = 0 whenever
i<j—1.

We have shown that sequences of orthogonal polynomials satisfy a three-
term recurrence relation

pi(z) = (x — aj)pj1(x) — B7_1pj-2(x), j>1,

where the recursion coefficients a; and 632_1 are defined to be

i)
aj:@g 1, XPj 1>’ j>1,
(Pj-1,Pj-1)
g2 Wicvep) _ epiovpn) _ Wwip) el o

(pj-1,pj-1)  (pj-1,pj-1)  (Pj—1.pi-1)  [Ipj—ll3’
Note that (zp;_1,p;) = (pj,p;) because zp;_; differs from p; by a polyno-
mial of degree at most j — 1, which is orthogonal to p;. The recurrence
relation is also valid for j = 1, provided that we define p;_1(z) =0, and o
is defined as above. That is,

<p07 $p0>

p1(z) = (z —a1)po(x), a1 = {po, o) .

If we also define the recursion coefficient Gy by

Bg = <p0ap0>>

and then define

() = pJ( )
4= g
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then the polynomials qg, q1,...,q, are also orthogonal, and

oy ey i) (popo) 1
(45,45 BB (pj 1) o o1 o) opo)

That is, these polynomials are orthonormal.
If we consider the inner product

1
(fq) = / falg(a) da,

then a sequence of orthogonal polynomials, with respect to this inner prod-
uct, can be defined as follows:

LO(‘,E) = 17
Li(z) = =,
27 +1 J .
Lj+1(.’L‘) = j 1 wLJ(l') — ij_l(x), ] = 1, 2, ‘o

These are known as the Legendre polynomials. One of their most important
applications is in the construction of Gaussian quadrature rules. Specifi-
cally, the roots of L, (x), for n > 1, are the nodes of a Gaussian quadrature
rule for the interval [—1,1]. However, they can also be used to easily com-
pute continuous least-squares polynomial approximations, as the following
example shows.

Example We will use Legendre polynomials to approximate f(x) = cosx
on [—m/2,7/2] by a quadratic polynomial. First, we note that the first three
Legendre polynomials, which are the ones of degree 0, 1 and 2, are

Lo(@) =1, Li(x)== Lo(z)= %(3332 _).

However, it is not practical to use these polynomials directly to approximate
f(x), because they are orthogonal with respect to the inner product defined
on the interval [—1,1], and we wish to approximate f(z) on [—m/2,7/2].
To obtain orthogonal polynomials on [—7 /2, 7/2], we replace x by 2t/m,
where t belongs to [—7/2,7/2], in the Legendre polynomials, which yields

To(t) =1, Li(t) =2, Ia(t) = % <71T§t2 - 1) .

Then, we can express our quadratic approximation fo(x) of f(z) by the
linear combination

fo(x) = coio(x) + clil(x) + czig(x),
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where ~
L.
cj = <~f’ 3>, ji=0,1,2.
(Lj: Lj)
Computing these inner products yields
- /2
(f,Lo) = / costdt
—7/2
- /2 9t
(f,L1) = / — costdt
,71-/2 T
= 0,
. ™21 (12
_ 2
(f,La) = /—Tr/22 <7r2t - 1> costdt
2
= S -12),
L w/2
(Lo, Loy = / 1dt
—7/2
= 7T7
- - /2 94\ 2
(E,L1) = / (t) dt
—/2 ™
_ s
- 5
- ™21 (12 2
(L2, La) = / [ (2752 - 1)} dt
_ﬂ-/Q 2 s
—
= =
It follows that
5 10
==, a=0 c=—-(r"-12)=—(x*-12),
™ w2 ™
and therefore
2 ) 12
folz) ==+ 5(x% - 12) (2332 — 1) ~ 0.98016 — 0.41772.
T T T

This approximation is shown in Figure 5.2. O

It is possible to compute sequences of orthogonal polynomials with re-
spect to other inner products. A generalization of the inner product that
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Figure 5.2: Graph of cos z (solid blue curve) and its continuous least-squares
quadratic approximation (red dashed curve) on [—7/2, 7 /2]

we have been using is defined by

b
(9) = [ F@g@yie) da,

where w(x) is a weight function. To be a weight function, it is required that
w(z) > 0 on (a,b), and that w(x) # 0 on any subinterval of (a,b). So far,
we have only considered the case of w(x) = 1.

Another weight function of interest is

1
W) = ——— —-1l<x<l.
@) ==
A sequence of polynomials that is orthogonal with respect to this weight
function, and the associated inner product

1
(f.9) = /1 f(%)g(ﬂc)\/ll_igr2 dz
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is the sequence of Chebyshev polynomials
C() (.73) = 1,

Cl(x) x,
Cj+1(.ﬁlf) = 2$Cj(.%') - Cj_l(l‘), j = 1,2, ce

which can also be defined by

1

Cj(x) =cos(jcos” z), —1<ax<1.

It is interesting to note that if we let x = cos 6, then

! o 1
(f,.C;) = /_lf(x)cos(]cos x)ﬁd@“

= /f(cosﬁ)cosj@d@.
0

In later lectures, we will investigate continuous and discrete least-squares
approximation of functions by linear combinations of trigonometric poly-
nomials such as cos j0 or sin j0, which will reveal one of the most useful
applications of Chebyshev polynomials.

Previously, we established that if f € L?(a,b), and f,(x) is a polynomial
of degree n such that

n

Fal@) =) ¢ig(x),

J=0

where the polynomials qo(z),q1(x),...,qn(x) are orthonormal, in the sense
that

b
and the constants c; are defined by

Cj:<f7Qj>7 ]‘:0,1,...711,

then the 2-norm approximation error

If —pll2 = </ab |f(z) = p(z)Pw(z) dx) 1/2, p € Pn,

is minimized by f,.
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It follows that if p € P,,, then

<f_fmp> = <f7p>_<fnap>

= <faz<p7 Qk>Qk> - <Z<f7 a)a5, > (P, Qk>Qk>

k=0 =0 k=0
= S pan) (o) = D L) k) )
k=0 §=0 k=0
= > a){fia) = D> (fran) (D)
k=0 k=0
= 0.

That is, the error in the approximation of f by f, is orthogonal to any
polynomial in P,.
Now, we prove the converse: that if f,, € P, satisfies

<f_fn7p>:07 pepﬂv

then || f — fnll2 is minimized over P,. First, we note that if p € P,, then
P — fn € Py as well, so

0= <f_fnap_fn> = <f_fn7p_fn+f_f> = <f_fnaf_fn>+<f_fmp_f>a

or, by the Cauchy-Schwarz inequality,

1f = fall3 = (F = far f =) < \f = Fall2llf = pll2-

Clearly, if f = f,, then || f — fn|]2 = 0 is minimized, because a norm must
be nonnegative. Otherwise, we have

If = fallz < If = pll2-

We conclude that f,, is the closest polynomial in P, to f in the 2-norm
sense.

Finally, we prove one property of orthogonal polynomials that will prove
useful in our upcoming discussion of the role of orthogonal polynomials in
numerical integration. Let ¢;(z) be a polynomial of degree j > 1 that
is orthogonal to all polynomials of lower degree, with respect to the inner
product

b
(f.9) = / f(@)g(@)w(z) d,
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and let the points &1, o, ..., & be the points in (a, b) at which ¢;(x) changes
sign. This set of points cannot be empty, because ¢;, being a polynomial of
degree at least one, is orthogonal a constant function, which means

b
/ j(x)w(x)dx = 0.

Because w(z) is a weight function, it does not change sign. Therefore, in
order for the integral to be zero, ¢;(z) must change sign at least once in
(a,b).

If we define

mh(z) = (z = &) (z — &) - (z — &),

then ¢;(z)m(x) does not change sign on (a,b), because 7, changes sign at
exactly the same points in (a,b) as ¢;. Because both polynomials are also
nonzero on (a,b), we must have

b
(@5, k) =/ @j(x)mp(x)w(z) dr # 0.

If £ < j, then we have a contradiction, because ¢; is orthogonal to any
polynomial of lesser degree. Therefore, kK > j. However, if k > j, we also
have a contradiction, because a polynomial of degree j cannot change sign
more than j times on the entire real number line, let alone an interval. We
conclude that k = j, which implies that all of the roots of ¢; are real and
distinct, and lie in (a, b).

5.4 Comparisons

Let f, € P, be the best approximation of f € L?(a,b) in the 2-norm sense,
and let &1, &a, ..., & be the points in (a,b) at which the error f — f,, changes
sign. Then, if we define 7, as before, we have

<f - f?’L77Tk> 7é 0.

However, (f — fn,p) = 0 for any polynomial p of degree n or less. It follows
that 7, must have degree at least n + 1, so the error must change sign at
least n + 1 times in (a,b). It follows that the best 2-norm approximation is
also a near-minimax approximation of f. That is, the error in the co-norm
sense is nearly minimized.
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One particularly useful property of the 2-norm approximation is that it
is easy to obtain an approximation of higher degree. Let f,, be the best
nth-degree approximation of f € L?(a,b), and suppose that we wish to
obtain f,41, the best approximation of degree n + 1. Given a sequence of
orthonormal polynomials qq, q1, ..., ¢nt+1, We have

fn(x):ZCJQJ($)7 Cj:<f7q]>7 j:O>1>7n7
=0

and
n+1

fnJrl(x):ZCJQJ(x)’ CJ:<f7q]>a ]:O7l7an+1
=0
It follows that

fn-l—l(m) = fn(x) + Cn+1Qn+1(x)7 Cn+1 = <f7 dn+1-

That is, the nth-degree approximation can be reused. On the other hand,
the nth-degree minimiax approximation, or the nth-degree Lagrange inter-
polating polynomial, cannot be used to efficiently obtain the corresponding
approximation of degree n + 1. However, it should be noted that if Newton
interpolation is used instead, such an update is feasible.
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Chapter 6

Numerical Integration - 11

6.1 Construction of Gauss Quadrature Rules

Previously, we learned that a Newton-Cotes quadrature rule with n nodes
has degree at most n. Therefore, it is natural to ask whether it is possible to
select the nodes and weights of an n-point quadrature rule so that the rule
has degree greater than n. Gaussian quadrature rules have the surprising
property that they can be used to integrate polynomials of degree 2n — 1
exactly using only n nodes.

Gaussian quadrature rules can be constructed using a technique known
as moment matching, or direct construction. For any nonnegative integer k,
the k' moment is defined to be

b
L = / zF da.
a

For given n, our goal is to select weights and nodes so that the first 2n
moments are computed exactly; i.e.,

n—1
,uk:z:wixf, k=0,1,...,2n— 1.
i=0

Since we have 2n free parameters, it is reasonable to think that appropriate
nodes and weights can be found. Unfortunately, this system of equations is
nonlinear, so it can be quite difficult to solve.

Suppose g(z) is a polynomial of degree 2n — 1. For convenience, we will
write g € Pon_1, where, for any natural number k, P, denotes the space
of polynomials of degree at most k. We shall show that there exist weights

97
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{w;}7~; and nodes {2} such that

b n—1
/ g(@)do = 3 wigles).
a =0

Furthermore, for more general functions, G(x),

b n—1
/ G(z)dz =Y wG(z;) + E[G]
@ i=0

where
1. z; are real, distinct, and a < z; < bfori=0,1,...,n — 1.

2. The weights {w;} satisfy w; > 0 fori =0,1,...,n— 1.

3. The error E[G] satisfies E[G] = G((QQ:L))(!O ff 1) (2 — 2)? da.

Notice that this method is exact for polynomials of degree 2n — 1 since the
error functional E[G] depends on the (2n)" derivative of G.
To prove this, we shall construct an orthonormal family of polynomials

{qi(z)}, so that
b
/ ¢ (2)qs(x) do = { 0 r#s,

1 r=s.

This can be accomplished using the fact that such a family of polynomials
satisfies a three-term recurrence relation

Biaj(x) = (z—a;)gj-1(x)—Bj—1qj—2(x), qo(z) = (b—a)"/?, q_1(x) =0,

where
b 2 2 ’
o :/ zqj—1(z)°dz, p; :/ zqj(z)gj—1(z)de, j=1, Bop=1.
a a

We choose the nodes {z;} to be the roots of the n'’-degree polynomial
in this family, which are real, distinct and lie within (a, b), as proved earlier.
Next, we construct the interpolant of degree n — 1, denoted p,,—1(x), of g(x)
through the nodes:
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where, for i =0,...,n—1, £,,_1 () is the ith Lagrange polynomial for the
points xq, ..., T,_1. We shall now look at the interpolation error function

e(z) = g(x) = pn-1(x).

Clearly, since g € Pap—1, € € Pap—1. Since e(x) has roots at each of the
roots of g, (z), we can factor e so that

e(x) = gn(@)r(),

where r € P,_1. It follows from the fact that ¢,(z) is orthogonal to any
polynomial in P,,_; that the integral of g can then be written as

b b
I(g) = / por(@)de + / go(@)r(z) da

- / b Pri1(z)dz

pn—1

= / Zg(mi)ﬁn_u(x) dx
@ =0
n—1 b
= (i) | Lp—1,i(x)dz
iz;g /a 1

n—1
= Y glww
=0

where

b
w,L:/ ﬁnfl,l(x)dx7 Z:0,1,77’L—1
a

For a more general function G(z), the error functional E[G] can be obtained
from the expression for the interpolation error presented earlier.

Example We will use Gaussian quadrature to approximate the integral

1 2
/ e 7 dx.
0

The particular Gaussian quadrature rule that we will use consists of 5 nodes
0,1, T9, 3 and x4, and 5 weights wg, wy, we, w3 and wy. To determine the
proper nodes and weights, we use the fact that the nodes and weights of a
5-point Gaussian rule for integrating over the interval [—1, 1] are given by
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Weights c5 ;
0.2369268850
0.4786286705
0.5688888889
0.4786286705
0.2369268850

Nodes 75 ;
0.9061798459
0.5384693101
0.0000000000

—0.5384693101
—0.9061798459

=W N R Of s,

To obtain the corresponding nodes and weights for integrating over [0, 1],
we can use the fact that in general,

b 1 b—a a+b\b—a
/af(:n)dx:/_lf< 5 t+ 5 ) 5 dt,

as can be shown using the change of variable x = [(b — a)/2]t + (a + b)/2
that maps [a,b] into [—1,1]. We then have

b 1
b—a, a+b\b—a
/af(x)da: = /—1f( 5 t+ 5 ) 5 dt
4
b—a a+b\b—a
Zf( 5, + > C5,i
P 2 2 2

4
~Y fxwi,
1=0

Q

where

b—a a+b b—a
5 T5,4 1 , Wi = —5—Cs54,

. =0,...,4.
2 2 ? 07 )

T =
In this example, a = 0 and b = 1, so the nodes and weights for a 5-point
Gaussian quadrature rule for integrating over [0, 1] are given by

1 1 1 .
v =orsit g, Wi=gesg, 1=0,...,4,

which yields

Nodes z;

Weights w;

=W NN~ O .

0.95308992295
0.76923465505
0.50000000000
0.23076534495
0.04691007705

0.11846344250
0.23931433525
0.28444444444
0.23931433525
0.11846344250
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It follows that

1 4
2 2
/exdx% Eexiwi
0 i=0

0.11846344250¢ 095308992295 4 () 93931433525, ~0-76923465505%
0.28444444444¢ 95" 4 0.23931433525¢ ~0-23076534495%
0.11846344250¢ 004691007705

~ 0.74682412673352.

Q

Since the exact value is 0.74682413281243, the absolute error is —6.08 x10~Y,
which is remarkably accurate considering that only fives nodes are used. O

The high degree of accuracy of Gaussian quadrature rules make them
the most commonly used rules in practice. However, they are not without
their drawbacks:

e They are not progressive, so the nodes must be recomputed whenever
additional degrees of accuracy are desired. An alternative is to use
Gauss-Kronrod rules. A (2n + 1)-point Gauss-Kronrod rule uses the
nodes of the n-point Gaussian rule. For this reason, practical quadra-
ture procedures use both the Gaussian rule and the corresponding
Gauss-Kronrod rule to estimate accuracy.

e Because the nodes are the roots of a polynomial, they must be com-
puted using traditional root-finding methods, which are not always
accurate. Errors in the computed nodes lead to lost degrees of accu-
racy in the approximate integral. In practice, however, this does not
normally cause significant difficulty.

6.2 Error Estimation for Gauss Quadrature

We have learned how to approximate

b
116) = / Glx) da

using a Gaussian quadrature rule
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that is exact whenever G(z) € Pa,—_1; that is, G is a polynomial of degree
at 2n — 1 or less.

It is easy to show that the weights w; are positive. Since the interpolation
basis functions £,,_1; belong to P,_1, it follows that E%fl,i € Pop_2, and
therefore

b n—1
0< [ L u)de = S il () = wi
a ]_0

Note that we have thus obtained an alternative formula for the weights. This
formula also arises from an alternative approach to constructing Gaussian
quadrature rules, from which a representation of the error can easily be
obtained.

We construct the Hermite interpolating polynomial Ga,—1(z) of G(z),
using the Gaussian quadrature nodes as interpolation points, that satisfies
the 2n conditions

Gon—1(zi) = G(zy), b1 (x) =G (z;), i=0,1,...,n—1.

This interpolant has the form

n—1 n—1
Gon-1(z) =Y _ G(z)Hi(x) + Y _ G (2:)K;(x),
=0 =0

where, as in our previous discussion of Hermite interpolation,
HZ(I]) :(52']', HZ/(CC]) :O, Kl(l‘]) :0, KZ/(ZL‘]) :(51']', i,ij,l,...,n—l.

Then, we have

n—1

b n—1 b
G(zi) | Hi(z)dz+ ) G'(z;) | Ki(z)da.
Z; /a Z‘Z; /a

1=

b
/ Gop—1(z)dx =

We recall that

Hi(z) = [,n_l,i(x)2[1—25;17171»(332-)(3:—@)], Ki(z) = Lo_1i(2)*(x—m), i=0,1,...

and for convenience, we define
T (®) = (z — o) (x — 1) -~ (¥ — Tp—1),

and note that
7Tn(x)

(z — @)m ()

Ln_1(x) =
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We then have

b b
/Hz(a:)dx = /ﬁn Li(x)? de — 2L, “a:i)/ L-1i(z)*(z — z;) do

2£/n lle
= /En 11 d.%'— /En 12 7rn )d

= / ﬁn,Li(aj‘)Q d.%’,

as the second term vanishes because £,,_1 () is of degree n — 1, and m,(z),
a polynomial of degree n, is orthogonal to all polynomials of lesser degree.
Similarly,

/abKi(:):) d$—/ab£n_1,i($)2(x—$i)dm

We conclude that

n—1,i(z)my(z) dx = 0.

where, as before,

b b
wi:/ En,u(:n)2 dac:/ Ly—1,(x)dz

The equivalence of these formulas for the weights can be seen from the fact
that the difference £,,_1 ;(x)*—L,_1i() is a polynomial of degree 2n—2 that
is divisible by 7, (), because it vanishes at all of the nodes. The quotient, a
polynomial of degree n — 2, is orthogonal to 7, (z). Therefore, the integrals
of En_17i(x)2 and £,,_1;(z) must be equal.

We now use the error in the Hermite interpolating polynomial to obtain

b n—1
E[G] = /G(x)d:vZG(mi)w
a i=0
- /G() Cnor (@) da

/ G n(x)z dx

G bﬁ
- T / ()2 da,
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where £ € (a,b). The last step is obtained using the Weighted Mean Value
Theorem for Integrals, which applies because m,(x)? does not change sign.

In addition to this error formula, we can easily obtain qualitative bounds
on the error. For instance, if we know that the even derivatives of g are
positive, then we know that the quadrature rule yields a lower bound for
I(g). Similarly, if the even derivatives of g are negative, then the quadrature
rule gives an upper bound.

Now, we show that if f € CJa, b], that the n-node Gaussian quadrature
approximation of I[f] converges to I[f] as n — co. That is,

lim Gp[f] = I[f].

n—o0

First, we recall that by the Weierstrass Theorem, for any ¢y > 0, there
exists a polynomial p(x) such that ||f — p|lec < €o. We let N denote the
degree of this polynomial, and from this point on refer to this approximating
polynomial as py(z).

We now have

b
1] - Galf] = I[f] - / p(@) do +

b
/ p () dz — Gulpx] +
gn[pN] _gn[f]'

For the first two terms, we have

b b
/ [F(z) - py(a)] da| < / (@) —p (@) di < oW,

b
W:/ dr =b— a.

b
/ pn(x)dx — Gnlpn] =0,

if n is chosen so that n > (N + 1)/2, since an n-node Gaussian rule is exact
for all polynomials of degree 2n — 1.
Finally, we have

- | (@) da

where

Next, we have

n—1 n—1 n—1
1Gulpn] = Gulf1l = |D_low (@) = flaa)lwi| <Y Ipw (@)= f (@) Jwi] < e ) wil < eoW,
=0 =0 =0
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because all of the weights are positive, and therefore their sum is equal to
the integral of the function f(z) =1 over [a,b].
It follows that

[I1f] = Gulf]l < 2e0W,

and therefore if we choose ¢y = €¢/(2W), where € > 0 is arbitrary, we obtain

I1f] = Gulfll < €

for n sufficiently large. We conclude that G, [f] converges to I[f] in the limit
as n — 0o.

It is important to note that such a result does not apply to Newton-Cotes
quadrature rules, because they can have negative weights. This means that
the sum of the absolute value of the weights is not necessarily bounded, as is
the case for Gaussian rules. We also note that all of the above error analysis
and convergence analysis applies when a nonnegative weight function w(x)
is included in the integral.

6.3 Composite (Gauss Formulae

Just as the Trapezoidal, Midpoint and Simpson’s Rules can be applied on
subintervals of [a, b] to obtain composite rules, Gaussian rules can also be
used to construct composite rules. We assume that the integrand f(x) is
2n-times continuously differentiable on (a,b). Let [a,b] be divided into m
subintervals of width h = (b—a)/m with endpoints [z;—1,2;],1 = 1,2,...,m,
where x; = a + ih, and let ; and w;, 7 = 0,1,...,n — 1, be the Gaussian
quadrature nodes and weights, respectively, for [—1, 1]. Then, the composite
Gaussian quadrature rule can be defined by

hmnfl

/ab f(z)dx = 5 Z Zf <JJ¢—1 + g(fy‘ + 1)> Wi + Emms

i=1 j=0

where &, , is the error in the approximate integral.
A formula for this error can be obtained by summing the error on each
subinterval, which yields

T () n—1 h 2
5m,n = ; (27‘0'/%1 jl;[o (x —ZTj—1 — 5(5] + 1)) dx

h2n+1 f(2n) (772) /1 )
= 7 (t)“ dt
22n+1 ; (277,)' —1 ( )
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(b— a)2n+1 f(2n) (n) /1 qn(t)Q "

m2n22n+1 (2n)! _1

where n € (a,b) and 7, (t) = (t — &o)(t —&1) -+ (t — En—1)-

When n = 1, the only Gaussian quadrature node on [—1,1] is located
at the midpoint, 0. It follows that the composite 1-node Gaussian rule is
actually the composite Midpoint Rule, which, as previously shown, has error

_b=aP ) [ _(b=a)h* ,
Ema1 = o KR /_1752 dt = Tf (1)

6.4 Radau and Lobatto Quadrature

Often, variations of Gaussian quadrature rules are used in which one or
more nodes are prescribed. For example, Gauss-Radau rules are rules in
which either of the endpoints of the interval [a, b] are chosen to be a node,
and n additional nodes are determined by a procedure similar to that used
in Gaussian quadrature, resulting in a rule of degree 2n. In Gauss-Lobatto
rules, both endpoints of [a, b] are nodes, with n additional nodes chosen in
order to obtain a rule of degree 2n+1. It should be noted that Gauss-Lobatto
rules are closed, whereas Gaussian rules are open.



Chapter 7

Piecewise Polynomial
Approximation

7.1 Linear Interpolating Splines

We have seen that high-degree polynomial interpolation can be problematic.
However, if the fitting function is only required to have a few continuous
derivatives, then one can construct a piecewise polynomial to fit the data.
We now precisely define what we mean by a piecewise polynomial.

Definition (Piecewise polynomial) Let [a,b] be an interval that is divided
into subintervals [z;, x;+1], where i = 0,...,n—1, xo = a and x, = b. A
piecewise polynomial is a function p(x) defined on [a,b] by

p(x) =pi(z), xi1<wx<z;, i=12,...,n,

where, for i = 1,2,...,n, each function p;(z) is a polynomial defined on
[x;—1,x;]. The degree of p(x) is the mazimum degree of each polynomial
pi(x), fori=1,2,...,n.

It is essential to note that by this definition, a piecewise polynomial defined
on [a, b] is equal to some polynomial on each subinterval [z;_1, z;] of [a, b], for

1=1,2,...,n, but a different polynomial may be used for each subinterval.
We first consider one of the simplest types of piecewise polynomials, a
piecewise linear polynomial. Let f € C|a,b]. Given the points xg, x1,...,Z,

defined as above, the spline, linear s;,(x) that interpolates f at these points
is defined by

T —Ti-1

+f (i)

_— ——— T E[ri,7], 1=1,2,...,n.
Ti—1 — T4 T — Tj-1
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The points zg, z1,...,x, are the knots of the spline.

Before we study the accuracy of linear splines, we introduce some termi-
nology and notation. First, we say that a function f is absolutely continouous
on [a, b] if its derivative is finite almost everywhere in [a, b] (meaning that it
is not finite on at most a subset of [a, b] that has measure zero), is integrable
on [a,b], and satisfies

| £@da= @) - @, asa<s

Any continuously differentiable function is absolutely continuous, but the
converse is not necessarily true.

Example For example, f(z) = |z| is absolutely continuous on any interval of
the form [—a, a], but it is not continuously differentiable on such an interval.
O

Next, we define the Sobolev spaces H*(a, b) as follows. The space H'(a, b)
is the set of all absolutely continuous functions on [a,b] whose derivatives
belong to L?(a,b). Then, for k > 1, H*(a,b) is the subset of H*~1(a,b)
consisting of functions whose (k —1)st derivatives are absolutely continuous,
and whose kth derivatives belong to L2(a, b). If we denote by C¥[a, b] the set
of all functions defined on [a, b] that are k times continuously differentiable,
then C* [a, b] is a proper subset of H k (a,b). For example, any linear spline
belongs to H'(a,b), but does not generally belong to C'a, b].

Example The function f(z) = 2%/* belongs to H'(0,1) because f'(z) =
3271/4 is integrable on [0, 1], and also square-integrable on [0, 1], since
3 g , q g ,

1 lg 9 Lo
/ 2 — v —1/2 — 7 1/2 _ =
/o @)l dx /0 16" 87 ®

However, f ¢ C'[a,b], because f’(z) is singular at x = 0. O

Now, if f € C?[a, b], then by the error in Lagrange interpolation, on each
subinterval [z;_1,x;], for i =1,2,...,n, we have

o) — st = T

If we let h; = x; — x;—1, then the function (x — xz;_1)(z — x;) achieves its
maximum absolute value at z = (x;—1 + 2;)/2, with a maximum value of
h?/4. If we define h = maxj<i<, h;, then we have

(r —xi—1)(x — ;).

1
If = sLlloc < ghQIIf”Hoo,
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where || - ||« denotes the co-norm over [a, b].
One of the most useful properties of the linear spline s () is that among
all functions in H'(a,b) that interpolate f(z) at the knots xg, 1, ..., Ty, it

is the “flattest”. That is, for any function v € H'(a,b) that interpolates f
at the knots,

Isllz < 0[]z

To prove this, we first write
10113 = llv" = sLII3 + 2(v" — sp, s1) + [IsL]I5.

Then, applying integration by parts, we obtain
b
O =stst) = [ @) - si@)sh (o) ds
- Y [ W - s @@ do
i—=1 Y Ti—1

1=
n

= { o(2) — s1.2))5(2)

=1

Z@l - /x [v(z) — s1(2)]s] () dx} .

However, sy, is a linear function on each subinterval [z;_1,z;], so s{(z) =0
on each subinterval. Furthermore, because both v(z) and sy, (x) interpolate
f(x) at the knots, the bounday terms vanish, and therefore (v/ — s ,s}) =0,
which establishes the result.

7.2 Basis Functions for Linear Splines

Lagrange interpolation allows the unique polynomial p,(x) of degree n that
interpolates f(x) at the knots xg, 21, . .., z, to be expressed in the convenient
form

=0

A similar form can be obtained for the linear spline s, (z) using linear basis
splines, which are piecewise linear functions that are equal to one at one of
the knots, and equal to zero at all other knots.

These functions, known as hat functions due to the shapes of their
graphs, are defined as follows:

f (@ —x)/h o<z <,
eola) = { § mErSn
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ro <z <wig,

T —xi—1)/h; i1 <1< Ty .

sz(x): . ' 1)/hZ l<1_ . v ) Z:1727"'>n_17
Tit1 —x)/hiv1 x <@ < Tiyq,

Tit1 ST < Ty

-~ O

o/

(.’L’) _ 0 Zo <z < Tn—1,
on B (l‘ - xn—l)/hn Tp-1 ST < Ty

Then, the linear spline can be expressed as

n

s(@) = 3 J)eilo).

1=0

7.3 Cubic Splines

Typically, piecewise polynomials are used to fit smooth functions, and there-
fore are required to have a certain number of continuous derivatives. This
requirement imposes additional constraints on the piecewise polynomial, and
therefore the degree of the polynomials used on each subinterval must be
chosen sufficiently high to ensure that these constraints can be satisfied.

7.3.1 Cubic Spline Interpolation

A spline is a piecewise polynomial of degree k that has k — 1 continuous
derivatives. The most commonly used spline is a cubic spline, which we now

define.

Definition (Cubic Spline) Let f(x) be function defined on an interval [a,b],
and let xg,x1,...,2T, be n+ 1 distinct points in [a,b], where a = zg < 1 <
.-+ < xp, =0b. A cubic spline, or cubic spline interpolant, is a piecewise
polynomial s(x) that satisifes the following conditions:

1. On each interval [x;—1,z;], fori=1,...,n, s(x) = s;(z), where s;(z)
is a cubic polynomial.

2. s(x;) = f(x;) fori=0,1,...,n.
3. s(x) is twice continuously differentiable on (a,b).
4. FEither of the following boundary conditions are satisfied:

(a) §"(a) = §"(b) = 0, which is called free or natural boundary
conditions, and
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(b) §'(a) = f'(a) and s'(b) = f'(b), which is called clamped bound-
ary conditions.

If s(x) satisfies free boundary conditions, we say that s(x) is a natural
spline. The points xo,x1, ...,z are called the nodes of s(x).

Clamped boundary conditions are often preferable because they use more
information about f(x), which yields a spline that better approximates f(z)
on [a,b]. However, if information about f’(x) is not available, then free
boundary conditions must be used instead.

7.3.2 Constructing Cubic Splines

Suppose that we wish to construct a cubic spline interpolant s(z) that fits the
given data (zo,v0), (1,Y1),---,(Tn,Yn), where a =g < 1 < --- < x5, = b,
and y; = f(z;), for some known function f(x) defined on [a,b]. From the
preceding discussion, this spline is a piecewise polynomial of the form

s(z) = si(x) = di(x—xi_l)3—|—ci(:c—:zi_1)2+bi(x—a:i_1)—f—ai, 1=1,2,...,n,

That is, the value of s(x) is obtained by evaluating a different cubic poly-
nomial for each subinterval [z;_1,x;], for i = 1,2,... n.

We now use the definition of a cubic spline to construct a system of
equations that must be satisfied by the coefficients a;, b;, ¢; and d; for i =
1,2,...,n. We can then compute these coeflicients by solving the system.
Because s(x) must fit the given data, we have

a; = Yi—1, i:1,2,...,n.
If we define h; = x; — x;—1, for ¢ = 1,2,...,n, and define a,4+1 = yn, then
the requirement that s(x) is continuous at the interior nodes implies that
we must have s;(z;) = s;j41(x;) for i = 1,2,...,n— 1. Furthermore, because

s(z) must fit the given data, we must also have s(x,,) = $p(2,) = yn. These
conditions lead to the constraints

dih?+cih?+bihi+a¢:ai+1, 1=1,2,....n.
To ensure that s(x) has a continuous first derivative at the interior nodes,
we require that sj(z;) = s, (2;) for i = 1,2...,n — 1, which imposes the

constraints

3dih%+202‘hi+bi=bi+1, 1=1,2,...,n—1.

Ti—1 < v <@
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Similarly, to enforce continuity of the second derivative at the interior nodes,
we require that s} (z;) = s} (2;) for i = 1,2,...,n — 1, which leads to the
constraints

3dih; + ¢ =ci11, 1=1,2,...,n—1.

There are 4n coefficients to determine, since there are n cubic polyno-
mials, with 4 coefficients each. However, we have only prescribed 4n — 2
constraints, so we must specify 2 more in order to determine a unique solu-
tion. If we use free boundary conditions, then these constraints are

cl = 0,
3dphy, +c, =

On the other hand, if we use clamped boundary conditions, then our addi-
tional constraints are

bl = 20,
3d,h2 4 2cp hy + by = 2z,

where z; = f'(x;) for i =0,1,...,n.

Having determined our constraints that must be satisfied by s(z), we
can set up a system of linear equations Ax = b based on these constraints,
and then solve this system to determine the coefficients a;, b;, ¢;, d; for ¢ =
1,2...,n. In the case of free boundary conditions, A is an (n+1) x (n+1)
matrix is defined by

1 0 0 . . 0
hi 2(h1 + hg) ho
A= 0 ha 2(hg + h3)  hs
. . . 0
: . hn—1 2(hn—1+hyn) hy
0 0 0 1|

and the (n 4 1)-vectors x and b are

[ 0
“ ;7(613—&2)—;71(@—@1)
C2
X = , b= : ,
Cn+1 T(an+1 - (ln) _Ohn—l (an o anil)
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where ¢, 11 = " (x)/2.
In the case of clamped boundary conditions, we have

2hy hy 0 e e 0 |
hi 2(h1 + hg) ho
A= 0 ha 2(ha + h3)  hs
. . . . 0
: T hnfl 2(hn71 + hn) hn
0 0 hy, 2h,, |
and
c I %(ag—al)—3Z0
Cl 2 (az — ag) — 1(ag — a)
2
X = , b= :
c %(an—&—l - an) - %(an - an—l)
n+1 3
I 3zp, — h—n(anﬂ —ap) |

Once the coefficients cq, co, .

.., Cn+1 have been determined, the remain-

ing coefficients can be computed as follows:

1. The coefficients a1, a9, ..., a,1+1 have already been defined by the re-
lations a; = y;—1, for i =0,1,...,n+ 1.

2. The coefficients b1, bs, .
1

hi
bi — E(ai+1 — ai) — 3(261 + ci+1)7

.., by are given by
i=1,2,...,n.

3. The coefficients dy,ds, ..., d, can be obtained using the constraints

3dihi—|—ci:ci+1, 1=1,2,...,n.

Example We will construct a cubic spline interpolant for the following data
on the interval [0, 2].

J | x|y
0 0 3
1]1/2| -4
2 1l 5
313/2| -6
4 20 7
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The spline, s(x), will consist of four pieces {s;(x)}4_;, each of which is a

Jj=b
cubic polynomial of the form
Sj(l‘) =a; + bj(fL‘ - l‘jfl) + Cj($ — $j71)2 + dJ(ZL‘ - l’jfl)?’, 7 =1,2,3,4.

We will impose free, or natural, boundary conditions on this spline, so it will
satisfy the conditions s”(0) = s”(2) = 0, in addition to the “essential” con-
ditions imposed on a spline: it must fit the given data and have continuous
first and second derivatives on the interval [0, 2].

These conditions lead to the following system of equations that must
be solved for the coefficients c1, ¢2, ¢3, ¢4, and ¢5, where ¢; = s”(z;-1)/2 for
j=1,2,...,5. We define h = (2 —0)/4 = 1/2 to be the spacing between
the interpolation points.

ci = 0
g(cl +4ca+c3) = Y27 20T 221 + %
2(02 +4dcs+cy) = u}w
2(034-464—1-05) = u}w

C5=0.

Substituting A = 1/2 and the values of y;, and also taking into account
the boundary conditions, we obtain

1

6(4C2+63) = 32
1
6(62+4C3+C4) = —40

1
6(634—464) = 48

This system has the solutions
1 =516/7, co=—T720/7, c3=0684/7.
Using the relation a1 = yj, for j = 0,1,2,3, and the formula

ajy1—a; h .
bj = % — 5(20]‘ +Cj+1), Jj=1,2,3,4,

we obtain

by = —184/7, by =T74/7, by=—4, by=—46/T.
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Finally, using the formula

dj= o0 j=1.2.34,

we obtain
dy =344)7, dy = —824/7, d3=936/7, d4= —456/T.

We conclude that the spline s(x) that fits the given data, has two con-
tinuous derivatives on [0, 2], and satisfies natural boundary conditions is

3y 18,2 13 if x € [0,0.5]

—824 (0 _1/2)3 4306 —1/2)2 + B (2 —1/2) —4 if 0.5,1

s(z) = 7 (@—1/2)° + 22 (x - 1/2)* + Z(z - 1/2) if z € [0.5,1]
9365 — 1) — (3 —1)2 —4(z — 1) +5 if v €[1,1.5]

[1.5,2]

— 438 —3/2)% + B4 (2 —3/2)? — B(z—3/2) -6 ifze[15,2

The graph of the spline is shown in Figure 7.1. O

7.3.3 Well-Posedness and Accuracy

For both boundary conditions, the system Ax = b has a unique solution,
which leads to the following results.

Theorem Let xg,x1,...,2, be n+ 1 distinct points in the interval [a,b),
where a = xy < x1 < -+ < xpy = b, and let f(x) be a function defined
on [a,b]. Then f has a unique cubic spline interpolant s(x) that is defined
on the nodes xg,x1,...,xy that satisfies the natural boundary conditions

§"(a) = §"(b) = 0.

Theorem Let xg,x1,...,2, be n+ 1 distinct points in the interval [a,b],
where a = xy < 1 < -+ < x, = b, and let f(x) be a function defined
on [a,b] that is differentiable at a and b. Then f has a unique cubic spline
interpolant s(x) that is defined on the nodes xg,x1,...,x, that satisfies the
clamped boundary conditions s'(a) = f'(a) and s'(b) = f'(b).

Just as the linear spline is the “flattest” interpolant, in an average sense,
the natural cubic spline with the least “average curvature”. Specifically, if
s2(z) is the natural cubic spline for f € C[a, b] on [a, b] with knots a = z¢ <
1 < --- <z, =b,and v € H?(a,b) is any interpolant of f with these knots,
then

155112 < [[v"[l2-

This can be proved in the same way as the corresponding result for the linear
spline.
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Zubiz =pline intepolation

Figure 7.1: Cubic spline that passing through the points (0,3), (1/2,—4),
(17 5)7 (2a _6)1 and (3a 7)
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It is this property of the natural cubic spline, called the smoothest in-
terpolation property, from which splines were named. A spline is a flexible
curve-drawing aid that is designed to produce a curve y = v(z), = € [a,b],
through prescribed points in such a way that the strain energy

B b ’1)”(37)’2
0= [ s

is minimized over all functions that pass through the same points, which is
the case if the curvature is small on [a, b].

7.4 Hermite Cubic Splines

We have seen that it is possible to construct a piecewise cubic polynomial
that interpolates a function f(z) at knots a = xp < 1 < -+ < z, = b,
that belongs to C?[a,b]. Now, suppose that we also know the values of f'(x)
at the knots. We wish to construct a piecewise cubic polynomial s(x) that
agrees with f(z), and whose derivative agrees with f’(x) at the knots. This
piecewise polynomial is called a Hermite cubic spline.

Because s(x) is cubic on each subinterval [z;_1, ;] for i = 1,2,...,n,
there are 4n coefficients, and therefore 4n degrees of freedom, that can be
used to satisfy any criteria that are imposed on s(x). Requiring that s(z)
interpolates f(x) at the knots, and that s'(z) interpolates f’(z) at the knots,
imposes 2n+2 constraints on the coefficients. We can then use the remaining
2n — 2 degrees of freedom to require that s(z) belong to C'[a,b]; that is, it
is continuously differentiable on [a, b].

The following result provides insight into the accuracy with which a
Hermite cubic spline interpolant s(z) approximates a function f(z).

Theorem Let f be four times continuously differentiable on [a,b], and as-
sume that || f® || = M. Let s(z) be the unique Hermite cubic spline inter-

polant of f(x) on the nodes xo,x1,...,Tn, where a =29 < 1 < -+ < Tp <
b. Then
5M A
_ < :
17(e) = 5() o < 7 pma b,

where h; = x; — x;_1.

This can be proved in the same way as the error bound for the linear
spline, except that the error formula for Hermite interpolation is used instead
of the error formula for Lagrange interpolation.
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7.5 Basis Functions for Cubic Splines

An alternative method of computing splines to fit given data involves con-
structing a basis for the vector space of splines defined on the interval [a, b],
and then solving a system of linear equations for the coefficients of the de-
sired spline in this basis. The basis functions are known as B-splines, where
the letter B is due to the fact that these splines form a basis, and the fact
that they tend to have bell-shaped graphs.

One advantage of using B-splines is that the system of linear equations
that must be solved for the coefficients of a spline in the basis is banded,
and therefore can be solved very efficiently. Furthermore, because each B-
spline has compact support, it follows that a change in the data value y;
only causes the coefficients of a few B-splines to be changed, whereas in
cubic spline interpolation, such a change forces all of the coefficients of each
polynomial s;(z) to be recomputed.

To define a B-spline of degree n, we first introduce the following notation:

S z x>0
TT10 z<0

We say that x is the positive part of x. Then, we define a spline of degree
n, centered at 0, by

n+1
Sne) = L0 (M) et
k=0

To see that this is in fact a spline of degree n, we first note that on each
interval of the form [ih, (i + 1)h], for any integer i, S(,(x) is a linear com-
bination of at most n + 2 polynomials of degree n. Furthermore, it can be
determined directly each function of the form (x —kh)’, has n—1 continuous
derivatives.

However, S(,(7) is only practically useful if it is only nonzero on a finite
interval. To that end, we note that for z < 0, S(,,)(z) = 0, because z—kh < 0
for k > 0. For = > kh, we have

n+1
Sty (@) = 3 (~1)F ( e ) (z — kh)".
k=0
It follows that
n+1 1
San(@) = L0 (M)
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Sy (") 5 ()

k=0 7=0
- o () (1))
= 0,

since the quantity in square brackets, by the theory of finite differences,
vanishes. This is closely related to the fact that the (n + 1)-st derivative of
a polynomial of degree n or less is equal to zero.

By scaling and shifting S(,,)(z), we obtain basis functions that are equal
to 1 at one of the knots, and 0 at all other knots, so that a spline can be
expressed in a similar form as the Lagrange interpolating polynomial: a
linear combination of basis functions, where the constants are the values of
f(z) at the interpolation points.
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Chapter 8

Initial Value Problems for
ODEs

8.1 Theory of Initial-Value Problems

Consider the initial value problem

y' = f(ty), to<t<T, (8.1)

y(to) = o (8.2)

We would like to have an understanding of when this problem can be solved,
and whether any solution that can be obtained is unique. The following
notion of continuity is helpful for this purpose.

Definition A function f(¢,vy) satisfies a Lipschitz condition in y on D C R?
if

|f(t7y2) - f(t’y1)| < L|y2 - yl‘v (tvyl)’ (tvyZ) € Da

for some constant L > 0, which is called a Lipschitz constant for f.

If, in addition, 9f /0y exists on D, we can also conclude that [0f/0y| < L
on D.

When solving a problem numerically, it is not sufficient to know that
a unique solution exists. If a small change in the problem data can cause
a substantial change in the solution, then the problem is ill-conditioned,
and a numerical solution is therefore unreliable, because it could be unduly
influenced by roundoff error. The following definition characterizes problems
for which numerical solution is feasible.

121
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Definition The initial value problem (8.1), (8.2) is said to be well-posed if
a unique solution y(t) exists, and depends continuously on the data yy and

[t y).

We are now ready to describe a class of initial-value problems that can
be solved numerically.

Theorem (Existence-Uniqueness, Well-Posedness) Let D = [ty, T] x
R, and let f(¢,y) be continuous on D. If f satisfies a Lipschitz condition on
D in y, then the initial value problem (8.1), (8.2) has a unique solution y(t)
on [tg, T]. Furthermore, the problem is well-posed.

8.2 Omne-Step Methods

Numerical methods for the initial-value problem (8.1), (8.2) can be devel-
oped using Taylor series. We wish to approximate the solution at times ¢,
n=12 ..., where

t, = to + nh,

with A being a chosen time step. Taking a Taylor expansion of the exact
solution y(t) at t = t,4+1 around the center t,, we obtain

2

Y(tni1) = y(tn) + hy'(tn) + %y”(f),

where t, < & < tnp41.

Using the fact that ¢ = f(¢,y), we obtain a numerical scheme by trun-
cating the Taylor series after the second term. The result is a difference
equation

Yn41 = Yn + hf(tna yn)a

where each y,,, for n = 1,2, ..., is an approximation of y(¢,). This method is
called Fuler’s method, the simplest example of what is known as a one-step
method.

We now need to determine whether this method converges; that is,
whether

li t0) — yn| = 0.
hgr%)ogrgg/hly( n) = Ynl

To that end, we attempt to bound the error at time ¢,. We begin with a
comparison of the difference equation and the Taylor expansion of the exact
solution,

Yn+1 = Un + hf(tm yn)
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h?
y(tn—I—l) = y(tn) + hf(tna y(tn)) + ?y”(ﬁ).
It follows that if we define e,, = y(t,) — yn, then

0 h?
entl = €n + hl(tna nn)en + 7y”(§)'

oy 2
Therefore,
el < (1 +RDfen] + 222 (8.3)
where

') <M, to<t<T,

and L is the Lipschitz constant for f in y on [tg,T] x R.
Applying the relationship (8.3) repeatedly yields

h2M n—1 4
len| < (14 hL)"|eo| + > (1+hL)
=0
- h2M (1 + hL)™ —1
- 2 (1+hL)-1
R2M [P —1

<

) hL

< hM [el(tn—to) _ 1],

2L

We conclude that for tg <t, <T,

[y(tn) = yal < %[ew"_m) -1 < %[6”_“) - 1].
That is, as h — 0, the solution obtained using Euler’s method converges to
the exact solution, and the convergence is O(h); that is, first-order.

This convergence analysis, however, assumes exact arithmetic. To prop-
erly account for roundoff error, we note that the approximate solution values
Un, n=0,1,2, ..., satisfy the modified difference equation

gn—i—l = Un + hf(tm?)n) + 5n+17 Yo = Yo + 507

where, forn =0,1,2,..., [6,| <, which is O(u), where u is the the machine
precision (i.e., unit roundoff). Note that even the initial value gy has an error
term, which arises from representation of yg in the floating-point system.
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Repeating the convergence analysis yields the error bound

1 /hM 6 I
t — < — - _ (tn—tO) —1 5 L(tn—to).
oien) il < 7 (547 )l |+ e
We see that as h — 0, the error actually increases, but an optimal value for
h can be chosen to minimize this error and also keep it sufficiently small,
provided that § is sufficiently small.

We conclude our discussion of Euler’s method with an example of how

the previous convergence analyses can be used to select a suitable time step
h.

Example Consider the IVP
y =—y, 0<t<10, y(0)=1.

We know that the exact solution is y(t) = e~!. Euler’s method applied to
this problem yields the difference equation

Yn+1 = Yn — hyn = (1 - h)ynv Yo = 1.

We wish to select h so that the error at time T = 10 is less than 0.001. To
that end, we use the error bound

’y(tn)_yn’ Si[ _1]7
with M = 1, since y"(t) = e~ !, which satisfies 0 < y”(¢) < 1 on [0, 10], and
L =1, since f(t,y) = —y satisfies |0f/0y| = | —1| = 1. Substituting ¢, = 10

and tg = 0 yields
h 10
[9(10) = yn| < S [e™” — 1] ~ 1101.27h.

Ensuring that the error at this time is less than 1073 requires choosing
h < 9.08 x 10~8. However, the bound on the error at ¢t = 10 is quite crude.
Applying Euler’s method with this time step yields a solution whose error
at t =101s 2 x 10711,

Now, suppose that we include roundoff error in our error analysis. The
optimal time step is
26
M?
where 0 is a bound on the roundoff error during any time step. We use
0 = 2u, where u is the unit roundoff, because each time step performs only

b=
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two floating-point operations. Even if 1 — h is computed once, in advance,
its error still propagates to the multiplication with ¥,. In a typical double-
precision floating-point number system, u = 1.1 x 10716, It follows that the
optimal time step is

26 2(1.1 x 10-16) g

h=4/— =4/ ——=1.5x10"°.

M 1
With this value of h, we find that the error at t = 10 is approximately
3.55 x 10712, This is even more accurate than with the previous choice of
time step, which makes sense, because the new value of h is smaller. O

8.3 Consistency and Convergence
We have learned that the numerical solution obtained from Euler’s method,

Yn+l = Yn + hf(tna yn)» t, = to + nh,

converges to the exact solution y(t) of the initial value problem

v = f(t,y), ylto) = vo,

as h — 0.
We now analyze the convergence of a general one-step method of the
form

Ynt+1 = Yn + hq)(tnv Yn,s h)7

for some continuous function ®(¢,y, h). We define the local truncation error
of this one-step method by

Y(tnt1) — y(tn)
h

That is, the local truncation error is the result of substituting the exact
solution into the approximation of the ODE by the numerical method.
As h — 0 and n — oo, in such a way that to+nh =t € [to, T], we obtain

Tn(h) = o/ (t) — @(t,y(t),0).

Tn(h) = — ®(tn, y(tn), h).

We therefore say that the one-step method is consistent if

(I)(t7y7 0) - f(ta y)

A consistent one-step method is one that converges to the ODE as h — 0.
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We then say that a one-step method is stable if ®(¢,y,h) is Lipschitz
continuous in y. That is,

|®(t,u, h) — @(t,v,h)| < Lolu—v|, te[to,T], wu,veR, hel0,ho,

for some constant Lg.

We now show that a consistent and stable one-step method is convergent.
Using the same approach and notation as in the convergence proof of Euler’s
method, and the fact that the method is stable, we obtain the following
bound for the global error e, = y(t,) — yn:

eLa(T—to) _ 1
<|——— .
eal = (S ) e )

Because the method is consistent, we have

lim max |T5,(h)| =0.
h—00<n<T/h

It follows that as h — 0 and n — oo in such a way that tg+nh = t, we have
lim |e,| =0,
n—oo

and therefore the method is convergent.
In the case of Euler’s method, we have

Bty h) = f(ty), Ta(h) = Lf"(r), 7€ (to.T).

\V]

Therefore, there exists a constant K such that
T (h)| < Kh, 0<h < hy,

for some sufficiently small hy. We say that Euler’s method is first-order ac-
curate. More generally, we say that a one-step method has order of accuracy
p if, for any sufficiently smooth solution y(t), there exists constants K and
ho such that

T, ()| < KhP, 0 <h< h.

We now consider an example of a higher-order accurate method.
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8.4 An Implicit One-Step Method

Suppose that we approximate the equation

Wtns1) = y(tn) + / "y (s) ds

by applying the Trapezoidal Rule to the integral. This yields a one-step
method

h
Ynt+1 = Yn + §[f(tna yn) + f(tn+17 yn+1)]>

known as the trapezoidal method.
It follows from the error in the Trapezoidal Rule that

Tn(h) = y(tn—i-l)h_ y(tn) _%[f(tm yn)+f(tn+17yn+l)] = _1172h2ym(7-n)7 Tn € (tnatn+1)~

Therefore, the trapezoidal method is second-order accurate.
To show convergence, we must establish stability by finding a suitable
Lipschitz constant Lg for the function

Bt .h) = £ F () + Tt )],

assuming that Ly is a Lipschitz constant for f(t,y) in y. We have

Dt ) — B0, 1) = St u) + £+ R+ B () — F(t,0) — F(t 4 B+ A, )

IN

h
Lylu—v|+ §Lf\(I>(t,u, h) — ®(t,v, h)|.
Therefore
h
<1 — 2Lf> |®(t,u, h) — ®(t,v,h) < Lglu—v|,

and therefore
Ly

<7
h )
— oLy

provided that %Lf < 1. We conclude that for h sufficiently small, the
trapezoidal method is stable, and therefore convergent, with O(h?) global
error.

The trapezoidal method constrasts with Euler’s method because it is an
implicit method, due to the evaluation of f(t,y) at yp4+1. It follows that
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it is generally necessary to solve a nonlinear equation to obtain y,4; from
Yn. This additional computational effort is offset by the fact that implicit
methods are generally more stable than explicit methods such as Euler’s
method. Another example of an implicit method is backward Euler’s method

Yn+l = Yn + hf(tn—Ha yn+1)-

Like Euler’s method, backward Euler’s method is first-order accurate.

8.5 Runge-Kutta Methods

We have seen that Euler’s method is first-order accurate. We would like to
use Taylor series to design methods that have a higher order of accuracy.
First, however, we must get around the fact that an analysis of the global
error, as was carried out for Euler’s method, is quite cumbersome. Instead,
we will design new methods based on the criteria that their local truncation
error, the error committed during a single time step, is higher-order in h.

Using higher-order Taylor series directly to approximate y(¢,+1) is cum-
bersome, because it requires evaluating derivatives of f. Therefore, our
approach will be to use evaluations of f at carefully chosen values of its ar-
guments, ¢t and y, in order to create an approximation that is just as accurate
as a higher-order Taylor series expansion of y(t + h).

To find the right values of ¢ and y at which to evaluate f, we need
to take a Taylor expansion of f evaluated at these (unknown) values, and
then match the resulting numerical scheme to a Taylor series expansion of
y(t+h) around t. To that end, we state a generalization of Taylor’s theorem
to functions of two variables.

Theorem Let f(¢,y) be (n+1) times continuously differentiable on a convex
set D, and let (to,yo) € D. Then, for every (t,y) € D, there exists £ between
to and t, and pu between yg and y, such that

f(t, y) = Pn(tv y) + Rn(ta y)v

where P, (t,y) is the nth Taylor polynomial of f about (to,yo),

Pu(t,y) = f(to,yo) + [(t - to)%{(to,yo) +(y — yo)gi(to,yo) +
_ 2 62 82 _ 2
[(t;(])ag(to,yo) + (t—to)(y — yo)(%aj;(toyyo) + @23/0)

n

1 & n nei ] /
R mjz;<j)(t_t0) J(y—yo)Jm(to,yo) ,

of

oy?

(to,yo) | +
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and R, (t,y) is the remainder term associated with P,(t,y),

1 n+1 +1 1 ) an+1f
R"(t’y):(n+1)!z;)< nj >(t—to) i ](y—yo)]m(f,ﬂ).
j:

We now illustrate our proposed approach in order to obtain a method
that is second-order accurate; that is, its local truncation error is O(h?).
This involves matching

2 d h3 d2

Y+ hf(t,y) + h—*[f(t,y)] t 5z

5 7 (& v)]

to
y + hay f(t + a1,y + B1),

where t < ¢ < t+ h and the parameters a1, a1 and 1 are to be determined.
After simplifying by removing terms or factors that already match, we see
that we only need to match

h? d?

Flt) + 5 ] + ol

5 7 f(t,y(t))]

with
alf(t + a1,y + ﬁl)?

at least up to terms of O(h), so that the local truncation error will be O(h?).
Applying the multivariable version of Taylor’s theorem to f, we obtain
of of
aft+any+p) = af(t,y) +aon—-(ty)+ a151afy(t, y) +

ot
2 92 2 2 92
ai 0°f o°f BLO°f

(fv M) + alﬂl

where £ is between t and t 4+ a1 and p is between y and y + 51. Meanwhile,
computing the full derivatives with respect to ¢ in the Taylor expansion of
the solution yields

hof

f(tay) + *7(15’ y) +

ho
2 Ot 285(@@/)]"(@@/) + O(h?).

Comparing terms yields the equations

h h
a1 =1, ajoq = 5 a1f1 = §f(tay)v
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which has the solutions

) 61 == ﬁf(t7y)

h
a1:1, 041:5 9

The resulting numerical scheme is

h h
Ynt+1l = Yn + hf (tn + §ayn + §f(tna yn)) .

This scheme is known as the midpoint method, or the explicit midpoint
method. Note that it evaluates f at the midpoint of the intervals [t,, t,4+1]
and [Yn, Yn+1], where the midpoint in y is approximated using Euler’s method
with time step h/2.

The midpoint method is the simplest example of a Runge-Kutta method,
which is the name given to any of a class of time-stepping schemes that
are derived by matching multivaraiable Taylor series expansions of f(t,y)
with terms in a Taylor series expansion of y(¢t + h). Another often-used
Runge-Kutta method is the modified Euler method

P ) + Ftnsrs g + 1 (s ),

Yn+1 = Yn + 2

which resembles the Trapezoidal Rule from numerical integration, and is
also second-order accurate.

However, the best-known Runge-Kutta method is the fourth-order Runge-
Kutta method, which uses four evaluations of f during each time step. The
method proceeds as follows:

kl = hf(tnv y’n)7

h 1
ko = hf <tn+27yn+2k1>7

h 1
ks = hf (tn =+ §ayn + 2k2> )
k;4 - hf (tn—i-lv Yn + k3) )
1
Ynt1 = Yn+ g(kl + 2ko + 2k3 + ka).
In a sense, this method is similar to Simpson’s Rule from numerical integra-
tion, which is also fourth-order accurate, as values of f at the midpoint in

time are given four times as much weight as values at the endpoints ¢,, and

b1
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Example We compare Euler’s method with the fourth-order Runge-Kutta
scheme on the initial value problem

y ==2ty, 0<t<1, y(0)=1,

which has the exact solution y(¢) = e~*. We use a time step of h = 0.1 for

Solution of y' = 2ty

1$ @ T T T T T T T
% o o Euller
@ Rk4
ool + i
o) +  exact
¥
0.8t g i
o]
0.7t & -
= o]
o6l # -
o]
&
0.5k e
0.4+ Q
1 1 1 1 1 1 | 1 |

Figure 8.1: Solutions of y = —2ty, y(0) = 1 on [0, 1], computed using Euler’s
method and the fourth-order Runge-Kutta method

both methods. The computed solutions, and the exact solution, are shown
in Figure 8.1.

It can be seen that the fourth-order Runge-Kutta method is far more
accurate than Euler’s method, which is first-order accurate. In fact, the
solution computed using the fourth-order Runge-Kutta method is visually
indistinguishable from the exact solution. At the final time T = 1, the
relative error in the solution computed using Euler’s method is 0.038, while
the relative error in the solution computing using the fourth-order Runge-
Kutta method is 4.4 x 1076. O
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8.6 Multistep Methods

All of the numerical methods that we have developed for solving initial value
problems are one-step methods, because they only use information about the
solution at time t,, to approximate the solution at time #,1. As n increases,
that means that there are additional values of the solution, at previous times,
that could be helpful, but are unused.

Multistep methods are time-stepping methods that do use this informa-
tion. A general multistep method has the form

S S
> igniii=hY_ Bif (tni1-irYnt1-i),
=0 i=0

where s is the number of steps in the method (s = 1 for a one-step method),
and h is the time step size, as before.

By convention, oy = 1, so that y,; can be conveniently expressed in
terms of other values. If 8y = 0, the multistep method is said to be explicit,
because then y,,41 can be described using an explicit formula, whereas if gy #
0, the method is implicit, because then an equation, generally nonlinear,
must be solved to compute y,41.

To ensure that the multistep method is consistent with the underlying
ODE ¢ = f(t,y), for general f, it is necessary that the constants «; satisfy

the constraints
S
Z Q; = 0.
i=0

This ensures that if f(¢,y) = 0, a constant solution is produced by the
numerical scheme, and as h — 0, the numerical method converges to the
ODE itself.

Most multistep methods fall into two broad categories:

e Adams methods: these involve the integral form of the ODE,

Y(tas1) = yl(tn) + /t " b)) ds.

The general idea behind Adams methods is to approximate the above

integral using polynomial interpolation of f at the points t,,+1—s, tnt+2—s, - - -

if the method is explicit, and t,11 as well if the method is implicit. In
all Adams methods, ag =1, a3 = —1,and a; =0 fori =2,...,s.

stn
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e Backward differentiation formulas (BDF): these methods also use poly-
nomial interpolation, but for a different purpose-to approximate the

derivative of y at t,+1. This approximation is then equated to f(tn+1, Yn+1)-

It follows that all methods based on BDF's are implicit, and they all
satisfy Bp = 1, with 8; =0 fori=1,2,...,s.

In our discussion, we will focus exclusively on Adams methods.

Explicit Adams methods are called Adams-Bashforth methods. To derive
an Adams-Bashforth method, we interpolate f at the points ¢,,, t,—1,. .., th_st1
with a polynomial of degree s — 1. We then integrate this polynomial ex-
actly. It follows that the constants 3;, i = 1,...,s, are the integrals of the
corresponding Lagrange polynomials from ¢,, to ¢,11, divided by h, because
there is already a factor of A in the general multistep formula.

The local truncation error of the resulting method is O(h*). To see this,
we first note that because all of the interpolation points have a spacing of
h, and the degree of the interpolating polynomial is s — 1, the interpolation
error is O(h®). Integrating this error over an interval of width h yields an
error in 4,41 that is O(h**1), but because the definition of local truncation
error calls for dividing both sides of the difference equation by &, the local
truncation error turns out to be O(h®).

Example We derive the three-step Adams-Bashforth method,

Yn+1 = Yn + h[ﬂlf(tnv yn) + ﬁ?f(tnfla ynfl) + BSf(tnfb ynf2)-

The constants 5;, ¢ = 1,2, 3, are obtained by evaluating the integral from ¢,
to tp4+1 of a polynomial po(t) that passes through f(t,,vyn), f(tn-1,Yn-1),
and f(tn—Qy yn—2)-

Because we can write

2

p2(t) =D f(tn—i,yn-i) Li(t),

=0

where L;(t) is the ith Lagrange polynomial for the interpolation points ¢,
tp,—1 and t,_o, and because our final method expresses y,+1 as a linear
combination of y,, and values of f, it follows that the constants 5;, 7 = 1, 2, 3,
are the integrals of the Lagrange polynomials from ¢, to t,+1, divided by h.

However, using a change of variable v = (t,+1 — s)/h, we can instead
interpolate at the points u = 1, 2, 3, thus simplifying the integration. If we
define po(u) = pa(s) = pa(tn+1 — hu) and L(u) = Li(tny+1 — hu), then we
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obtain

tn+1 tnt1
/tn f(s.y(s)ds = / pa(s) ds

= h/olﬁg(u)du

- / £t ) Eo(w) + F(tn 129 1) En () + Ftn-2yn_2)Ea(ur) du

1

1
= [ tmyn Lo du—l—f(tn 1, Yn— 1)/ Ll(u) du+
0

0
1

Ftn—2,yn—2) | La(u) du]
0

) u-2u=3) D=3
= [ tnayn/o (1 (1 )d +f(tn 1, Yn— 1)/0 (2_1<2_ du—+

Plu—1)(u—2)
f(tn 25 Yn— 2)/0 (3 1)(3_ )du}

4
= h [i;f(tna Z/n) - gf(tn—lvyn—l) + ]Zf(tn_2’yn_2):| :

We conclude that the three-step Adams-Bashforth method is

h
Yn+1 = Yn + E[Q?’f(tna yn) - 16f(tn717 ynfl) + 5f(tn72a yan)}-
This method is third-order accurate. O

The same approach can be used to derive an implicit Adams method,
which is known as an Adams-Moulton method. The only difference is that
because t,+1 is an interpolation point, after the change of variable to u, the
interpolation points 0,1, 2,..., s are used. Because the resulting interpolat-
ing polynomial is of degree one greater than in the explicit case, the error in
an s-step Adams-Moulton method is O(h**!), as opposed to O(h®) for an
s-step Adams-Bashforth method.

An Adams-Moulton method can be impractical because, being implicit,
it requires an iterative method for solving nonlinear equations, such as fixed-
point iteration, and this method must be applied during every time step. An
alternative is to pair an Adams-Bashforth method with an Adams-Moulton
method to obtain an Adams-Moulton predictor-corrector method. Such a
method proceeds as follows:

e Predict: Use the Adams-Bashforth method to compute a first approx-
imation to yn41, which we denote by ¥n41.
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e Fvaluate: Evaluate f at this value, computing f(tn+1, Un+t1)-

e Correct: Use the Adams-Moulton method to compute 3,41, but in-
stead of solving an equation, use f(tp+1,Yn+1) in place of f(tn41, Yn+1)
so that the Adams-Moulton method can be used as if it was an explicit
method.

e Fualuate: Evaluate f at the newly computed value of y,41, computing
f(tnt1,Ynt1), to use during the next time step.

Example We illustrate the predictor-corrector approach with the two-step
Adams-Bashforth method

Yn+l = Yn + g[gf(tna yn) - f(tn—la yn—l)]

and the two-step Adams-Moulton method

h
Ynt+1 = Yn + E[5f(tn+1, Ynt1) + 8f(tn, yn) — f(tn—1,yn—1)]-

First, we apply the Adams-Bashforth method, and compute

h
Un+1 = Yn + 5[3]0(157“ yn) - f(tnfla ynfl)]'

Then, we compute f(tn+1,9n+1) and apply the Adams-Moulton method, to
compute

h -
Ynt+l = Yn + E[5f(tn+1a yn+1) + 8f(tn7 yn) - f(tnflv ynfl)]-

This new value of y,4+1 is used when evaluating f(t,11,yn+1) during the
next time step. O

One drawback of multistep methods is that because they rely on values
of the solution from previous time steps, they cannot be used during the
first time steps, because not enough values are available. Therefore, it is
necessary to use a one-step method, with the same order of accuracy, to
compute enough starting values of the solution to be able to use the multistep
method. For example, to use the three-step Adams-Bashforth method, it
is necessary to first use a one-step method such as the fourth-order Runge-
Kutta method to compute y; and ¥, and then the Adams-Bashforth method
can be used to compute y3 using yo, y1 and yg.
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8.7 Consistency and Zero-Stability

For multistep methods, the notion of convergence is exactly the same as
for one-step methods. However, we must define consistency and stability
slightly differently, because we must account for the fact that a multistep
method requires starting values that are computed using another method.
Therefore, we say that a multistep method is consistent if its own lo-
cal truncation error T),(h) approaches zero as h — 0, and if the one-step
method used to compute its starting values is also consistent. We also say
that a s-step multistep method is stable, or zero-stable, if there exists a
constant K such that for any two sequences of values {yx} and {z} pro-
duced by the method with step size h from different sets of starting values

{y07y17 e 7y8—1} and {207 Zlyenny Zs—l}a

_ <K .
[n — 2 < K max Jy; — 2,
as h — 0.
To compute the local truncation error of Adams methods, integrate the
error in the polynomial interpolation used to derive the method from ¢, to
tn+1. For the explicit s-step method, this yields

tnt1 £(s)
nw =g [ IS )t )

n

Using the substitution v = (t,4+1 — t)/h, and the Weighted Mean Value
Theorem for Integrals, yields

s 1
T (h) = 1f()(§’y(§))h5“(—l)s/ (= 1) —2)--- (u—s) du.
h s! 0

Evaluating the integral yields the constant in the error term. We also use
the fact that 3’ = f(t,y) to replace f®)(£,y(€)) with y>+1)(€). Obtaining
the local truncation error for an implicit, Adams-Moulton method can be ac-
complished in the same way, except that ¢, is also used as an interpolation
point.

For a general multistep method, we substitute the exact solution into
the method, as in one-step methods, and obtain

> 5=0 Y (tnt1—5) = h 3750 Bif (tnr1—5, Y(tnt1-5))
th'zo Bj ’

where the scaling by h ijo Bj is designed to make this definition of local
truncation error consistent with that of one-step methods.

Tn(h) =
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By replacing each evaluation of y(t) by a Taylor series expansion around
tn, we find that T),(h) — 0 as h — 0 only if

s s—1 s
ZO&jZO, Z(S*j)a]’*Zﬁj:O.
=0 =0 j=0

In other words, we must have

where . .
p(z) = 02", o(z) =Y Bz
j=0 j=0

are the first and second characteristic polynomials, respectively, of the mul-
tistep method.

However, further analysis is required to obtain the local truncation error
of a predictor-corrector method that is obtained by combining two Adams
methods. The result of this analysis is the following theorem.

Theorem Let the solution of the initial value problem

y/ = f(tvy)’ to <t< Ta y(to) = Yo

be approximated by the Adams-Moulton s-step predictor-corrector method
with predictor

s
Un+1 = Yn + h Z 5ifn+1fi
i=1

and corrector
S
Ynt1 = Yn + 1 | Bof (tnst Gnir) + D Bifns1—i
i—1

Then the local truncation error of the predictor-corrector method is
- of
Sn(h) = Tn(h) + Tn(h)BO@(tn+la y(thrl) + £n+1)

where T),(h) and T}, (h) are the local truncation errors of the predictor and
corrector, respectively, and §,41 is between 0 and hT,(h). Furthermore,
there exist constant o and S such that

— ) — g a(tn_to)
|y(tn) yn| < oglgs?il |y(tz) yz| + ﬁS(h) € )
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where S(h) = max,<,<(7—t0)/n |Sn(h)|. Tt follows that the predictor-corrector
method is convergent if it is consistent.

It is interesting to note that the preceding theorem only requires consis-
tency for convergence, as opposed to both consistency and stability. This
is because such a predictor-corrector method is already guaranteed to be
stable. To see this, we examine the stability of a general s-step multistep
method of the form

S S
Z QiYnti—i = h Z Bif (tnt1—is Ynti—i)-
i=0 i=0

If this method is applied to the initial value problem

y/ = 05 y(tO) = Yo, Yo 7& 07

for which the exact solution is y(t) = yo, then for the method to be stable,
the computed solution must remain bounded.
It follows that the computed solution satisfies the m-term recurrence

relation
S
> Qint1-i =0,
i=0

which has a solution of the form

S

i\

Un =Y _cnPiA],
=0

where the ¢; and p; are constants, and the \; are the roots of the character-
1stic equation
o+ a4+ a A +Fas=0.

When a root A; is distinct, p; = 0. Therefore, to ensure that the solution
does not grow exponentially, the method must satisfy the root condition:

e All roots must satisfy |\;| < 1.

e If |\;| = 1 for any i, then it must be a simple root, meaning that its
multiplicity is one.

It can be shown that a multistep method is zero-stable if and only if it
satisfies the root condition. Furthermore, A = 1 is always a root, because
in order to be consistent, a multistep method must have the property that
> i o0 = 0. If this is the only root that has absolute value 1, then we say
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that the method is strongly stable, whereas if there are multiple roots that
are distinct from one another, but have absolute value 1, then the method
is said to be weakly stable.

Because all Adams methods have the property that ag = 1, ag = —1,
and a; = 0 for ¢ = 2,3,...,s, it follows that the roots of the characteristic
equation are all zero, except for one root that is equal to 1. Therefore, all
Adams methods are strongly stable. This explains why only consistency is
necessary to ensure convergence. In general, a consistent multistep method
is convergent if and only if it is zero-stable.

Example A multistep method that is neither an Adams method, nor a
backward differentiation formula, is an implicit 2-step method known as
Simpson’s method:

h
Yn+1 = Yn—1 T g[fn-l—l +4fn + fn—l]-

Although it is only a 2-step method, it is fourth-order accurate, due to the
high degree of accuracy of Simpson’s Rule.
This method is obtained from the relation satisfied by the exact solution,

tn+1
tw) = yltar)+ [ FEy(O)
tn—1
Since the integral is over an interval of width 2h, it follows that the coeffi-
cients 3; obtained by polynomial interpolation of f must satisfy the condition

Z Bi = 2,
=0

as opposed to summing to 1 for Adams methods.

For this method, we have s = 2, ag = 1, a1 = 0 and as = —1, which
yields the characteristic polynomial A2 —1. This polymomial has two distinct
roots, 1 and —1, that both have absolute value 1. It follows that Simpson’s
method is only weakly stable. O

8.8 Stiff Differential Equations

To this point, we have evaluated the accuracy of numerical methods for
initial-value problems in terms of the rate at which the error approaches
zero, when the step size h approaches zero. However, this characterization
of accuracy is not always informative, because it neglects the fact that the
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local truncation error of any one-step or multistep method also depends on
higher-order derivatives of the solution. In some cases, these derivatives can
be quite large in magnitude, even when the solution itself is relatively small,
which requires that h be chosen particularly small in order to achieve even
reasonable accuracy.

This leads to the concept of a stiff differential equation. A differential
equation of the form y’ = f(¢,y) is said to be stiff if its exact solution y(¢)
includes a term that decays exponentially to zero as t increases, but whose
derivatives are much greater in magnitude than the term itself. An example
of such a term is e~, where c is a large, positive constant, because its kth
derivative is c*e~*. Because of the factor of ¢¥, this derivative decays to zero
much more slowly than e~ as t increases. Because the error includes a term
of this form, evaluated at a time less than ¢, the error can be quite large if h
is not chosen sufficiently small to offset this large derivative. Furthermore,
the larger c is, the smaller h must be to maintain accuracy.

Example Consider the initial value problem

Yy =—100y, t>0, y(0)=1.

The exact solution is y(t) = e %% which rapidly decays to zero as t in-

creases. If we solve this problem using Euler’s method, with step size
h = 0.1, then we have

Yn+1 = Yn — 100hyn = =9y,

which yields the exponentially growing solution y, = (—9)". On the other
hand, if we choose h = 1073, we obtain the computed solution 3, = (0.9)",
which is much more accurate, and correctly captures the qualitative behavior
of the exact solution, in that it rapidly decays to zero. O

The ODE in the preceding example is a special case of the test equation
y =Xy, y(0)=1, ReA<0.

The exact solution to this problem is y(t) = e*. However, as ) increases in
magnitude, the problem becomes increasingly stiff. By applying a numerical
method to this problem, we can determine how small h must be, for a given
value of A, in order to obtain a qualitatively accurate solution.

When applying a one-step method to the test equation, the computed
solution has the form

Yn+1 = Q(h)\>yn7
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where Q(hA) is a polynomial in A if the method is explicit, and a rational

function if it is implicit. This polynomial is meant to approximate e,

since the exact solution satisfies y(t,11) = € y(t,). However, to obtain a
qualitatively correct solution, that decays to zero as t increases, we must
choose h so that |Q(hA)| < 1.

Example Consider the modified Euler method

P Pt yn) + £t + By g+ B f (s ya))]

Yn+1 =Yn+ 9

Setting f(t,y) = Ay yields the computed solution
h L. 9y2

so Q(hA) = 1+ hA+ 1(hA)%. If we assume A is real, then in order to satisfy
|Q(hA)| < 1, we must have —2 < hA < 0. It follows that the larger |} is,
the smaller ~ must be. O

The test equation can also be used to determine how to choose h for
a multistep method. The process is similar to the one used to determine
whether a multistep method is stable, except that we use f(¢,y) = Ay, rather
than f(t,y) =0.

Given a general multistep method of the form

S S
Z QiYnt1—i = h Z Bifnt1—i,
i=0 =0

we substitute f, = Ay, and obtain the recurrence relation

s

> (i — hAB)ynt1-: = 0.

i=0
It follows that the computed solution has the form

s

i
Yn = E e g,

i=1

where each p; is a root of the stability polynomial

Q(p, hA) = (0—hABo) 4 (a1 —hAB) '+ - 4 (ovs—1—hABs1) pt (s —hABy).
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The exponents p; range from 0 to the multiplicity of p; minus one, so if
the roots are all distinct, all p; are equal to zero. In order to ensure that the
numerical solution y, decays to zero as n increases, we must have |u;| < 1
fori=1,2,...,s. Otherwise, the solution will either converge to a nonzero
value, or grow in magnitude.

Example Consider the 3-step Adams-Bashforth method

h
Yn+l = Yn + 5[23]% - 16fn71 + 5fn72]~

Applying this method to the test equation yields the stability polynomial
23 4 5
hA) = p® + [ =1 = Zh\ | u® + —hdu — —=h.
Q1 hA) u+< 1 >u+3 D

Let A = —100. If we choose h = 0.1, so that Ah = —10, then Q(u, h\) has
a root approximately equal to —18.884, so h is too large for this method.
On the other hand, if we choose h = 0.005, so that hA = —1/2, then the
largest root of Q(u,h\) is approximately —0.924, so h is sufficiently small
to produce a qualitatively correct solution.

Next, we consider the 2-step Adams-Moulton method

h
Yn+1 = Yn + E[5fn+1 + 8fn - fn—l]'

In this case, we have
_ 5 2 2 1
Qu, hA) = (1 - HIM) o+ <—1 = th> p+ T5ha

Setting h = 0.05, so that hA = —5, the largest root of Q(u, hA) turns out to
be approximately —0.906, so a larger step size can safely be chosen for this
method. O

In general, larger step sizes can be chosen for implicit methods than
for explicit methods. However, the savings achieved from having to take
fewer time steps can be offset by the expense of having to solve a nonlinear
equation during every time step.

The region of absolute stability of a one-step method or a multistep
method is the region R of the complex plane such that if hA € R, then
a solution computed using A and A will decay to zero, as desired. That is,
for a one-step method, |Q(hA)| < 1 for hA € R, and for a multistep method,
the roots 1, pa, . .., us of Q(u, hA) satisfy |u;| < 1.
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Because a larger region of absolute stability allows a larger step size h
to be chosen for a given value of A, it is preferable to use a method that
has as large a region of absolute stability as possible. The ideal situation is
when a method is A-stable, which means that its region of absolute stability
contains the entire left half-plane, because then, the solution will decay to
zero regardless of the choice of h.

An example of an A-stable one-step method is the Backward FEuler
method

Yn+l = Yn + hf(tn—I—h yn-l—l)a

an implicit method. For this method,

1

Q(h)\) = m,

and since Re A < 0, it follows that |Q(h\)| < 1 regardless of the value of h.
The only A-stable multistep method is the implicit trapezoidal method

h
Yn+1 = Yn + §[fn+1 + fn]’

o= (-] (-2

which has the root

because

The numerator and denominator have imaginary parts of the same magni-
tude, but because Re A > 0, the real part of the denominator has a larger
magnitude than that of the numerator, so |u| < 1, regardless of h.

Implicit multistep methods, such as the implicit trapezoidal method,
are often used for stiff differential equations because of their larger regions
of absolute stability. Because y,1 appears on both sides of the difference
equation for such methods, it is necessary to use an iterative method such as
Newton’s method to compute y,,+1. For a general implicit multistep method,
for which By # 0, Newton’s method is applied to the function

F(y)=aoy+ Y _ ciyni1-i — hBof (tns1,y) = h Y Bifuiii

=1 =1
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The resulting iteration is

k
g y(k)l_F(@/r(zJZO
n-+ - n+ k
F’(yr(mt)ﬂ

k s k s
0 oeoy,(hzl + D im1 QiYns1—i — hBof (tnt1, yr(z—‘zl) —h) i Bifai—i
n+1l k )
ao — hfBofy(tnit, yﬁpﬁl)

. 0
with ygll = UYn-

8.9 Dahlquist’s Theorems

We conclue our discussion of multistep methods with some important results,
due to Germund Dahlquist, concerning the consistency, zero-stability, and
convergence of multistep methods.

Theorem (Dahlquist’s Equivalence Theorem) A consistent multistep
method with local truncation error O(hP) is convergent with global error
O(RP) if and only if it is zero-stable.

This theorem shows that local error provides an indication of global error
only for zero-stable methods.

The second theorem imposes a limit on the order of accuracy of zero-
stable methods.

Theorem (Dahlquist’s Barrier Theorem) The order of accuracy of a
zero-stable s-step method is at most s + 1, if s is odd, or s + 2, if s is even.

For example, because of this theorem, it can be concluded that a 6th-order
accurate three-step method cannot be zero stable, whereas a 4th-order ac-
curate, zero-stable two-step method has the highest order of accuracy that
can be achieved.

Finally, we state a result concerning absolute stability that highlights
the trade-off between explicit and implicit methods.

Theorem (Dahlquist’s Second Barrier Theorem) No explicit multi-
step method is A-stable. Furthermore, no A-stable multistep method can
have an order of accuracy greater than 2. The second-order accurate, A-
stable multistep method with the smallest asymptotic error constant is the
trapezoidal method.

In order to obtain A-stable methods with higher-order accuracy, it is
necessary to relax the condition of A-stability. Backward differentiation for-
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mulae (BDF), mentioned previously in our initial discussion of multistep
methods, are efficient implicit methods that are high-order accurate and
have a region of absolute stability that includes a large portion of the neg-
ative half-plane, including the entire negative real axis.

8.10 Analysis of Multistep Methods

We illustrate the concepts and results of the preceding sections through
examples in which the convergence properties of multistep methods are an-
alyzed.

Example Consider the three-step method

Yn+1 = _;yn + Yp—1 — gyan + %[25fn - 8fnfl - 11fn72]7

where f, = f(tn,yn). This method is neither an Adams method, nor a back-
ward differentiation formula. It is explicit, because there is no dependence
on fpy1. Therefore, by Dahlquist’s Second Barrier Theorem, it cannot be
A-stable.

To determine its order of accuracy, we substitute the exact solution y(t)
into the method, and expand y(t) in a Taylor series arount ¢ = ¢,. For a
general multistep method of the form

S S
> " ynr1-; =h Y Bifni1j,
J=0 J=0

this expansion reveals that the method has order of accuracy p if and only
if all terms in the expansion of order O(h?) vanish for ¢ < p, which is the
case if the equations

S
E a; = 0,
J=0
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»
[asry

. -1 N\
(s—3) _SZ (s —j)P 15, _ 0

| J 1y ’
L = -1
are satisfied. From these equations, it can be determined that the above
explicit three-step method is fourth-order accurate. From Dahlquist’s First
Barrier Theorem, this is the maximum order of accuracy that can be achieved
by a zero-stable, three-step method.

To determine whether this method is zero-stable, we consider the first

characteristic polynomial of the method,

S
, 7 9
- 5=) — 3 4 1.2 e
p(2) Zajz 2%+ 5% 9z + 5
7=0
Unfortunately, this method is not zero-stable, because one of its roots, z =
—5.34233, lies outside of the unit circle. O

Example We next consider an implicit three-step method,

h
Yn+1 = Yn + ﬂ[gfnJrl + 19fn - 5fn71 + fn72]7

which is an Adams method. It can easily be seen to be implicit, because
the coefficient of f,,41 is nonzero. Checking order of accuracy as before, we
find that this method is also fourth-order accurate. It is also strongly zero-
stable, as all Adams methods are, because its first characteristic polynomial
is p(z) = 2% — 22, which has a double root of zero and a simple root of 1.
By the Dahlquist Equivalence Theorem, because this method is consistent
and zero-stable, it is convergent.

By Dahlquist’s First Barrier Theorem, this method cannot be A-stable,
because its order of accuracy is greater than two. To determine its region
of absolute stability, we consider its stability polynomial Q(u,h\) that is
the characteristic polynomial of the recurrence relation that results from
applying the method to the test equation ¢y = Ay with step size h. This
polynomial is obtained from the first and second characteristic polynomials
of the method as follows:

Q(u,hA) = p(p) — hAo(u)
= Z ;s — hA Z B
§=0 =0

_ 1_% 3_ 1_|_19h)\ 2+% _@
- " o1 JH T P oy
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The region of absolute stability is the region in the complex plane consisting
of all values of A\ for which all of the roots of Q(u, h\) are less than one in
absolute value. A portion of the region of absolute stability for the above
three-step implicit Adams method is shown in Figure 8.2. It follows that for

I ha

a2+ 8

aat -

0.8+ -

Figure 8.2: Region of absolute stability for a three-step implicit Adams
method

the test equation y’ = Ay, where X is a negative real number, the step size h
must be chosen so that h < 4/|A| in order to guarantee that the computed
solution decays to zero, as the exact solution does. O
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spline, Hermite cubic, 117
square-integrable function, 108
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stiff differential equation, 140
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Vandermonde matrix, 36
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